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Introduction A Parallel Data Assimilation System

We introduce a data assimilation system for the ocean Logical separation of the assimilation system 2-level parallelization of the assimilation system
circulation model NEMO that is built using the parallel - |
data assimilation framework PDAF [http:/pdaf.awi.de]. - Filter _ Forecast A _ Forecast
Inserting three subroutine calls to the source code of '”gfgiliff” Model 1 — Model 1 R
NEMO, one extends NEMO to a data assimilation sys- ~ state transformation state
tem that consists of a single program. Utilizing the paral- ime Core of PDAF observations — —
lelization capacity of today’s supercomputers, the system : > > >
erforms both the ensemble forecasts and the analysis Model Observations

P . _ . _ . y initialization |, __ s eke obs. vector | |
step of the filter algorithm in a single execution of the time integration obs. operator Model 3 Model 3
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program. post processing obs. error

This system is in contrast to other assimilation systems
that run NEMO separately from the assimilation algo-

<—— Explicit interface (subroutine calls) single executable program

<----» Exchange through Fortran modules
rithms. These exchange data through disk files holding
the ensemble of model states. Using the online-coupled PDAF separates the data assimilation system into three PDAF provides support for a 2-level parallelization of the as-
data assimilation system with PDAF, repeated storage of components: Model, filter algorithm, and observations. The similation system:
all ensemble states in disk files is avoided. In addition, filter algorithms are part of PDAF’s core, while the model 1. Each model task can be parallelized.
re-starting the model is not required. These features lead and subroutines to handle observations are provided by the 2. All model tasks are executed concurrently.
to a computationally very efficient data assimilation pro- user. A standard interface for all filter algorithms connects Thus, ensemble integrations can be performed fully parallel.
gram. A square-box configuration of NEMO [see 1] is the three components. All user-supplied subroutines can be In addition, the filter analysis step uses parallelization. Al
used to test the assimilation system. implemented like model routines. components are combined in a single program.
Coupling NEMO with PDAF Assimilation Experiments
SSH observations (m)
Assimilation experiments are performed to vali- | | | | | Io_4
Additions to @ Changes in NEMO date the assimilation system. A box configuration ?:40- 0o
program flow 1 source code of NEMO (“SQB”) is used that simulates a double- 5735_ . ;
init. parallelization | | gyre. The SQB—conf|gurat|orT is one of the bench- g . .
Add 27-jevel { 1 } 1 line added in mar.ks. of_the SANGOMA prgject [http.//www.datg- 5 30 . - I‘°-4
C . init parallel bdaf mynode assimilation.net]. The grid has 121x81 grid ;
parallelization _parafiel_p , . | . ) I | T
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Initialize fields _ _ and temperature profiles on a 3°x3° grid are as- . I14-5
Initialize v 1 line added in similated each 48 hours over 360 days. Observa- 1528' Ly
ensemble { init_pdaf } nemo_init tion errors are respectively set to 5cm and 0.3°C. g3 1
! (nemogcm.F90) The assimilation uses the ESTKF filter [4] with lo- S s} e
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Forecast l The errors in all fields are significantly reduced by . I12'5
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NEMO is coupled with PDAF [2,3] by Implementations using this online cou- - o6 06
. . . 44k ‘ ‘ ‘ ‘ ‘ = ' 44k ‘ ‘ ‘ ‘ ‘ d '
adding three subroutine calls the model pling scheme have been performed also ST R 08 B0 A8 e 5 -
ongltuae \aegree 1{V]
source code and utilizing paralleliza- for other models like FESOM, BSHcmod, Y Y
tion. In contrast to other frameworks, HBM, NOBM, ADCIRC, and PARQODY.
the model does not need to exist as DDAF is coded in Fortran with MPI paral- The parallel compute performance of the assim- oarallel speedup NEMO and assimilation
. —— Speedup NEMO
a separate subroutine.  Model- ano elization. It is available as free software. llation system is described by the speedup (ratio ”'T_iﬁr?::rd:EeZEU“QO’PDAF
observat.lon-spec:lflc °p erations are per- Further information and the source code of the computing time on n processes to the time 1
formed inuser-supplied call-back  rou- of PDAF are available on the web site: on one process). The speedup of the assimila- :
tines that are called through PDAF. The . tion system is dominated by the speedup of the of
ensemble forecast is also controlled by http://pdaf.awi.de NEMO model itself. The assimilation leads only i
user-supplied routines. to a small reduction of the speedup. z
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