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K U R Z Z U SA M M E N FA S S U N G

Die Antarktische Oszillation ist bekannt als das dominante atmosphärische Variabilitätsmuster
in außertropischen Regionen der Südhemisphäre und ist gekennzeichnet durch eine entge-
gengesetzte Schwankung von troposphärischen Luftdruckanomalien zwischen mittleren und
höheren Breiten. Dieses großräumige Muster atmosphärischer Variabilität steht in engem Zusam-
menhang mit diversen beobachteten klimatischen Entwicklungen der jüngeren Vergangenheit
auf der südlichen Erdhälfte. Aus diesem Grund wird die folgende Arbeit zunächst die zeitlichen
Entwicklungen der letzten Jahrzehnte und die räumlichen Muster der Antarktischen Oszilla-
tion in der Troposphäre sowie in der Stratosphäre in Reanalysedaten untersuchen. Daraufhin
werden verschiedene, um das Atmosphärenmodell ECHAM aufgebaute Modellkonfiguratio-
nen daraufhin untersucht, inwiefern sie in der Lage sind, die aus den Reanalysedaten abgeleit-
eten Charakteristiken zu reproduzieren.
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1I N T RO D U C T I O N

Climate on the mid- and high-latitudes of the Southern Hemisphere (SH) has experienced pro-
nounced changes over the last decades [Pachauri et al., 2014].

Due to human-made chlorofluorocarbon (CFC) emissions, which have been restricted by the
Montreal Proctocol in 1989 and its amendments, losses of total ozone over Southern strato-
spheric polar regions exceeded 50 % during October in the late 20th century. These ozone losses
peaked in the year 2000 with a record size of the well-known Antarctic ozone hole, which is
however expected to fully regenerate over upcoming decades [Solomon et al., 2016] (see Chap-
ter 2.6). Since ozone significantly contributes to radiative heating by aborbing UV-radiation, a
pronounced lower stratospheric cooling by up to 10 K, as well as a strenghtening and delayed
breakdown of the stratospheric circumpolar vortex (see Chapter 2.5) have been observed at high
southern latitudes during the last decades [Thompson et al., 2002; Randel et al., 1999]. Further-
more, until the beginning of the 21th century one of the most rapidly regional surface warmings
on Earth by several degrees over the Antarctic peninsula has been recognised [Mulvaney et al.,
2012; Turner et al., 2016], and total sea ice coverage in the Southern Ocean increased by up to
1.8 % per decade—with strong regional differences however [Pachauri et al., 2014; Bintanja et
al., 2013]. Additionally, scientific studies pointed out that mass losses of the West Antarctic ice
sheet increased by about ∼ 70 % in the past decade. This probably accelerates sea level rise dra-
matically in upcoming years and centuries [Paolo et al., 2015]. Moreover, a poleward shift of the
westerly wind and rainfall belt has been observed, which is generally associated with stronger
westerly winds and increased rainfall over high-latitudes—and vice versa over mid-latitudes
[Solman et al., 2016]. Further changes in the SH’s climate system, such as potential long-term
trends concerning the variability and strength of the well-known El Niño-Southern Oscillation
(ENSO) [Cai et al., 2015] or threatened marine and terrestrial ecosystems [Hoegh-Guldberg et
al., 2010] are still an area of active research. It is still an ongoing debate to what extent these
observed changes may be attributed to internal climate variability or to anthropogenic forcing,
such as human emissions of CO2 or industrial CFC emissions.

Closely linked to many of these observed trends and changes is the so-called Antarctic Os-
cillation (AAO) (see Chapter 2.7) [Thompson et al., 2002]. The AAO is the dominant mode of
extratropical atmospheric climate variability over the SH and is generally considered to be an
inherent feature of the chaotic and complex atmospheric system [Gong et al., 1999; Thomp-
son et al., 2000; Zheng et al., 2013]. In its positive phase, the AAO is characterised by lower
tropospheric pressure anomalies as usual over the poles accompanied by higher tropospheric
pressure anomalies over mid-latitudes—and vice versa in its negative phase.

Despite the fact that the AAO is not a result of anthropogenic forcing, human activities might
have significant impact on the occurrence frequency and strength of positive and negative AAO
phases. Indeed, it has been shown that especially in austral summer the combined effect of
greenhouse gas increases and ozone depletion over the last decades resulted in an overall shift
of the AAO towards more positive polarities [Gillett et al., 2003; Marshall et al., 2004]. However,
projected ozone recovery in future times is expected to counteract the greenhouse gas-induced
positive tendency of the AAO [Perlwitz et al., 2008].
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2 in tro duct io n

Due to the high complexity and nonlinearity of the atmospheric system, climate models are
typically employed to study spatial patterns, as well as the corresponding temporal trends and
variability of large-scale teleconnection patterns like the AAO (see Chapter 4). In order to en-
sure reliable projections of future climate change and to gain a better understanding of the way
natural climate variability may interact with the observed long-term trends, it is essential that
climate models realistically simulate such dominant large-scale modes of internal atmospheric
variability.

Therefore, the following thesis will systematically first analyse spatial patterns, recent trends
as well as interannual variability of the AAO using ERA-Interim reanalysis data. Afterwards,
different climate model setups, such as stand-alone atmosphere runs, as well as fully coupled
model simulations are evaluated regarding their ability to reproduce the observed AAO-related
features.

Special focus lies on the usage of the fast polar chemistry model SWIFT [Rex et al., 2014],
which simulates polar ozone chemistry interactively allowing for a realistic representation of
nonlinear feedbacks between ozone fields and atmospheric dynamic. The usage of an interac-
tive ozone chemistry model is motivated by different previous studies:

• Thompson et al., 2002 pointed out by studying reanalysis and station-based data, that
stratospheric circulation and temperature anomalies induced by ozone depletion in spring-
time may propagate downwards and influence tropospheric circulation (and consequently
the AAO). This stratospheric influence may not only be present in spring, but also in sum-
mer due to the thermal memory of the stratosphere.

• Fogt et al., 2009 showed that climate models including time-varying ozone fields simulate
recent trends in the AAO on average more realistically, compared to models considering
fixed ozone climatologies.

• Romanowsky et al., 2019 demonstrated that in the Northern Hemisphere, vertical cou-
pling processes between troposphere and stratosphere, as well as recent trends of the
North Atlantic Oscillation are represented more realistically in atmospheric models in-
cluding the interactive chemistry model SWIFT.



2AT M O S P H E R I C F O U N DAT I O N S

The Earth’s atmosphere is the gaseous domain surrounding the Earth’s surface and its general
composition as well as its thermal stratification will be briefly described in the beginning of this
Chapter (see Chapter 2.1–2.2). The AAO is a large-scale planetary teleconnection pattern over
the SH and influences especially mid- and high-latitudinal southern regions (see Chapter 2.7).
Therefore, Chapters 2.3–2.5 will describe relevant atmospheric large-scale features in polar and
mid-latitude regions, such as the vertical and horizontal zonal wind structure, polar vortices,
large-scale Rossby waves and instabilities. Special focus when assessing the capability of cli-
mate models in reproducing AAO patterns and trends is on the interactive ozone model SWIFT.
For this reason, Chapter 2.6 will describe recent trends and characteristics of ozone, as well as
important ozone-destructing processes, which form the basis for the simulation of polar ozone
depletion within the SWIFT module.

2.1 g enera l co mpo s i t i on

The right hand-side of Figure 2.1 shows the volume ratios of gases that mostly form the Earth’s
atmosphere. The main components, which are nitrogen (N2, 78 %), oxygen (O2, 21 %), argon
(Ar) and carbon dioxide (CO2), fill above 99 % of the atmospheric volume and their ratios re-
main nearly constant up to 80 km altitude. Greenhouse gases, such as water vapor (H2O), car-
bon dioxide CO2, nitrous oxide (N2O) or methane (CH4), exhibit relatively small volume ratios.
These gases transmit solar UV radiation and absorb infrared radiation from the Earth’s sur-
face. This so-called natural greenhouse effect contributes to an additional overall warming of
about 33 ∘C. As a consequence of the steady increase of greenhouse gas concentrations over the
last century due to emissions from industry, combustion processes or agriculture, the green-
house effect is enhanced resulting in additional anthropogenic warming of the atmosphere.
Due to evaporation processes at the Earth’s surface, relatively high amounts of water vapor
can be found in very low altitudes, which accounts for about 60 % of the overall greenhouse
effect. Since an overall warmer atmosphere is able to hold larger amounts of water vapor and
additionally leads to higher evaporation rates at the surface, an overall increase of H2O concen-
tration in the atmosphere could be observed over recent decades [Chen et al., 2016]. A further
essential atmospheric species for life on Earth is ozone O3, which absorbs short-wave UV ra-
diation (𝜆 <380 nm). This high-energetic radiation would otherwise be extremely harmful for
humans and plants. The so-called ozone layer is typically located in altitudes between 15 to
35 km (see Figure 2.1) and leads to additional warming in the respective altitude range. In this
respect, tracer gases such as Chlorofluorocarbons (CFCs), as well as simple nitrogen oxides
(NOx) or chlorine oxides (ClOx) play an important role in chemical ozone depletion cycles and
heir mixing ratios generally vary with altitude due to chemical processes (see Chapter 2.6).
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Figure 2.1: Left: general vertical temperature profile of the atmosphere and an exemplary vertical ozone
profile. Right: volume fractions of the most abundant gases forming the Earth’s atmosphere
(picture taken and edited from: Generalic, Eni. ”Atmosphere.” Croatian-English Chemistry Dic-
tionary & Glossary. 20 Oct. 2018. KTF-Split. 14 June 2019. <https://glossary.periodni.com>).

2.2 thermal st r at i f i cat ion

From an energetic point of view, the change of overall internal energy d𝑈 of an air parcel is
given by the sum of heat transfer 𝛿𝑄 with adjacent air parcels and pressure-volume work 𝛿𝑊.
This is commonly summarised by the 1st law of thermodynamics

d𝑈 = 𝛿𝑄 − 𝛿𝑊.

When air parcels vertically rise into levels of lower pressures they experience an expansion
and release energy to their surroundings due to a release of pressure-volume work. Contrary,
descending air parcels get compressed and gain energy. A common assumption for atmospheric
processes is that the heat transfer 𝛿𝑄 between an air parcel and its surrounding is negligible and
that the overall change of internal energy is therefore given by the work done. This is especially
an appropriate approximation for large-scale air movements and termed an adiabatic process,
which can mathematically be described by the adiabatic state equations [Pichler, 1997].



2.2 thermal strat i f i cat ion 5

The so-called dry-adiabatic lapse rate Γd = −d𝑇
d𝑧 = 9.8

∘C
km (𝑧 is vertical coordinate) relates to

the change of temperature 𝑇, which a dry air parcel experiences when lifted adiabatically up
or down in vertical 𝑧-direction. The moist-adiabatic lapse rate Γm < Γd additionally takes into
account the amount of atmospheric moisture and strongly depends on the onset of condensa-
tion and evaporation processes, which may either lead to a release or absorption of latent heat.
In this respect, the potential temperature 𝜃 is commonly used and defined, which corresponds
to the temperature an air parcel would attain by adiabatically bringing it down to standard
reference pressure.

The general thermal vertical structure of the atmosphere is shown in Figure 2.1 and is typi-
cally divided into different layers, such as the troposphere, stratosphere, mesosphere and ther-
mosphere. The transition regions between different layers, called tropopause, stratopause etc.,
are generally characterised by a significant change of the atmospheric lapse rate Γat—that is,
the actual lapse rate of the observed atmospheric stratification.

The tropospheric layer is commonly characterised by decreasing temperatures with height.
This is in general a combined result of decreasing air pressure with altitude and stronger absorp-
tion of the Earth’s emitted infrared radiation by greenhouse gases in lower tropospheric layers
compared to upper layers. Especially large amounts of water vapor in the lower troposphere
contribute to a strong surface-near warming. Since the tropospheric atmospheric lapse rate Γat
might potentially be larger than the respective moist or dry-adiabatic lapse rate Γm/d (in depen-
dence on air humidity), unstable stratifications are possible. Such unstable configurations may
lead to convective uprising activity and turbulent airflow within the troposphere. Additionally,
the troposphere contains over 99 % of the total mass of water vapor and large amounts of total
aerosols, which are both the most important components involved in cloud formation processes.
Consequently, the tropospheric dynamics tend to be highly chaotic, which is manifested in the
underlying highly nonlinear equations of motions (see Chapter 4.1.1).

The transition zone between the troposphere and the stratosphere is called tropopause and is
located at around 8 km over polar regions and around 17 km above equatorial regions. The adja-
cent stratosphere is characterised by an overall increasing temperature trend with height. This
can mainly be attributed to the direct absorption of UV radiation by relatively high amounts of
ozone in the respective altitudes (see Figure 2.1). As a consequence of a negative lapse rate Γat,
uprising and therefore adiabatically cooling air parcels in the stratosphere will immediately be
restored and oscillate around their equilibrium height position with Brunt–Väisälä frequency
𝑁 [Pichler, 1997]. Such a general stable stratification, as well as the fact that only small amounts
of moist tropospheric air are transported across the tropopause makes the stratosphere a less
turbulent and poorly mixed layer. Therefore, in contrast to the troposphere no significant verti-
cal motions and classical cloud formation processes can be observed.

Located above the stratopause is the mesosphere, which is found at altitudes of about 50
to 85 km and is characterised by decreasing temperatures with height. The upwardly adjacent
layer is called Ionosphere and includes the thermosphere, as well as the exosphere. The Iono-
sphere exhibits an extreme temperature increase, mostly due to absorption of sun’s X-ray and
extreme UV radiation.
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2.3 zona l w i nd a nd temperature structure

Figure 2.2 illustrates the latitude-altitude profile of zonal wind 𝑢 and temperature 𝑇 for austral
winter and austral summer season. The plots were calculated from monthly ERA-Interim data
(see Chapter 3.1) averaged over the period 1979–2016. The general vertical temperature struc-
ture and stratification as described in Chapter 2.2 is very well observable with typical lapse rate
inversion above the tropopause.

A main driver of atmospheric circulation is the differential heating by the sun that induces
an equatorward meridional temperature gradient 𝜕𝑇

𝜕𝑦 with higher temperatures at the equator
and lower temperatures at the poles. As a result, convective uprising motions of less dense and
warm air result in the formation of thermal lows at the surface and thermal highs in higher
altitudes around the equator—and vice versa at the poles. From a coarse point of view, the
resulting meridional pressure 𝜕𝑝

𝜕𝑦 and density 𝜕𝜌
𝜕𝑦 gradients at the surface and in higher altitudes

give rise to meridional equatorward and poleward air motions, respectively. For a frictionless
fluid on a rotating sphere with the hydrostatic and steady-state approximation being made in
the equations of motion, the zonal deflection of meridional air motions by the Coriolis force
can be described by the geostrophic equation

𝑓 𝑢g = −1
𝜌

𝜕𝑝
𝜕𝑦 , (2.1)

where 𝑓 describes the Coriolis parameter, 𝜌 is air density and 𝑢g is the zonal geostrophic wind
speed. This equation basically represents the established balance between pressure force and
Coriolis force and motivates the overwhelming majority of westerlies especially in the upper
mid-latitude troposphere.

As observable in Figure 2.2, a vertical increase of zonal wind 𝑢 can be noticed in connection
with horizontally decreasing temperatures (baroclinic stratification), which can be expressed
by the thermal wind equation

𝑓 𝜕𝑢
𝜕𝑧 = 𝑔𝜕ln𝑇

𝜕𝑦 . (2.2)

This equation describes the strengthening or weakening of the zonal wind speed with height
𝑧 due to meridional density (or temperature) gradients and is obtained by incorporating the
hydrostatic equation 𝜕𝑝

𝜕𝑧 = −𝜌𝑔1(cf. Chapter 4.1.1) into the geostrophic equations for zonal wind
speed (see Equation 2.1) and meridional wind speed.

Due to the thermal wind relation 2.2, strongest zonal winds in the lower atmosphere are typ-
ically found near the tropopause and are associated with jet streams. However from a more
profound point of view, there exist different mechanisms and approaches for explaining the
existence of jets [Li et al., 2012]. The subtropical jet stream is considered to be mainly a result
of angular momentum transport from the tropics into the subtropics due to the thermal Hadley
circulation. This thermally-driven jet is usually located around 30∘ N/S (and more polewards

1 which assumes that the overall pressure at a given point is solely a result of the mass of the air column above it,
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    Austral summer

    Austral winter

Figure 2.2: Latitude-altitude profile of zonal wind 𝑢 (black contour lines with contour interval of
10 m s−1) and temperature 𝑇 (colors) for winter and summer season calculated from monthly
ERA-Interim data averaged over the period 1979-2016. The tropospheric jets at 30∘ (winter)
and 50∘ (summer) on the respective hemisphere stand out as dominant features, as well as
the stratospheric polar night jet in the respective hemispheric winter.

in winter), as can be noticed in Figure 2.2. A second type is the mid-latitude eddy-driven jet or
sometimes called polar front jet, which emerges as a result of the convergence of the meridional
eddy momentum flux2 of zonal momentum in mid-latitude zones of enhanced baroclinic ac-
tivity (see Chapter 2.4). However, both processes that lead to the formation of jets may interact
and are not independent from each other, which often results in only one single observed jet
maximum per hemisphere in zonal wind plots (see Figure 2.2). This is especially the case in
seasons when regions of strongest baroclinicity may coincide with regions where the eddy-free
subtropical jet is present [Lee et al., 2003].

2 which can be decomposed into the contribution of stationary eddies ̄𝑢∗ ̄𝑣∗ and transient eddies 𝑢′𝑣′, where the prime
denotes deviation from time average, the asterisk denotes deviations from zonal mean and the overbar is the average
over time.
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2.4 wave s an d in stab i l i t i e s

Atmospheric waves are usually associated with spatially periodic disturbances in fields of at-
mospheric variables (eg. temperature 𝑇, pressure 𝑝), which may propagate over time. The most
prominent form of large-scale atmospheric waves is called Rossby wave, whose zonal wave num-
bers 𝑘x typically corresponds to wavelengths on synoptic (𝒪 ∼ 1000 km, 𝑘 = 6−8), or even larger
planetary scales.

For the simple case of a barotropic, non-divergent, linearised and unforced atmospheric
model, free Rossby waves owe their existence to the conversation of the vertical component
of absolute vorticity 𝜂z = 𝜁z + 𝑓z. Absolute vorticity 𝜂z is given by the sum of relative vorticity
of the flow 𝜁z = 𝜕𝑣

𝜕𝑥 − 𝜕𝑢
𝜕𝑦 and planetary vorticity 𝑓z = 2Ωsin(𝜑), where 𝜑 is latitude and Ω is

Earth’s rotational velocity. Thus, an air parcel displaced poleward due to an initial perturba-
tion enters a region of higher planetary vorticity 𝑓z and has in turn to lower its relative vorticity
𝜁z by curving its trajectory equatorwards. This results in a meandering circumpolar wave pat-
tern of the jet stream with ridges (warm tropical air, high pressure) and troughs (cold polar air,
low pressure), which determine the mid-latitude weather to a large extent (see Figure 2.3). The
zonal phase speed 𝑐x of such Rossby wave-patterns within a zonal mean flow with speed 𝑢0 is
given by

𝑐x = 𝑢0 − 𝛽
𝑘2

x + 𝑘2
y

, (2.3)

where 𝛽=𝜕𝑓z
𝜕𝑦 is the meridional gradient of planetary vorticity. Thus, the phase velocity is always

negative (westward) relative to the underlying zonal mean velocity 𝑢0 . Especially stationary
waves with 𝑐x=0 are discussed in the context of severe weather extremes over recent decades
[Coumou et al., 2014]. Such stationary waves can however only occur in westerly flow on wave-
lengths around 6000 km, when the wave movement and the background flow 𝑢0 balance.

Apart from free Rossby waves, orographic or diabatic forcing may disturb the mean zonal
flow and are able to excite forced Rossby waves in the atmosphere, which are supposed to be
primary responsible for the energy transfer between stratosphere and troposphere [Shaman et
al., 2016]. However, perturbations of the mean flow and propagating waves within the atmo-
sphere may either grow or decay over time leading to amplification and instabilities. The most
dominant form of instability especially in mid-latitudes is the baroclinic instability, which leads
to amplification of small disturbances and the formation of mid-latitude cyclones and weather
systems. This form of instability only occurs in a baroclinic atmosphere with vertical shear of
horizontal winds [Pichler, 1997]. Linear perturbation theory shows that for increasing vertical
wind shear instability of disturbances will first occur at a certain critical wavelength on synop-
tic scales (∼1000 km) and the growing disturbances of the mean zonal flow gain their energy
from the available potential energy supplied by the horizontal temperature gradients.

A different form of atmospheric instability is barotropic instability, which occurs due to lat-
itudinal shear of the mean zonal flow and requires solely barotropy. In this case, energy is
directly gained or restored from the mean flow. This helps to maintain the mean flow against
friction in mid-latitudes, where no necessary criteria for barotropic instability are fulfilled and
perturbations restore their energy back.
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Figure 2.3: Schematic illustration of the tropospheric and polar vortex, as well as of a typical Rossby wave
pattern, which results in a meandering jet stream with troughs and ridges (picture taken and
edited from Waugh et al., 2017).

2.5 pola r vort ex

Polar vortices are an inherent feature of Earth’s climate system and can be found on both hemi-
spheres. They are generally divided, on the one hand, into a stratospheric polar vortex and on
the other hand, into a tropospheric polar vortex (see Figure 2.3) [Waugh et al., 2017].

The stratospheric vortex forms in austral(boreal) fall in the SH(NH), when the polar regions
begin to be completely located in the Earth’s shadow and lack solar heating. It strengthens
during the respective winter season and breaks down in spring, when incoming solar radiation
compensates the meridional temperature gradient between polar regions and tropics by heating
the polar stratosphere. Due to the strong meridional temperature gradient in fall and winter,
a circumpolar planetary westerly flow is formed within the vortex, commonly called the Polar
Night Jet. This westerly flow encircles the poles and maximises at around 60∘ latitude at the
outer edge of the vortex with top speeds of over 80 m s−1 in the SH in austral winter. Along
with the isolation of the vortex, temperatures drop below -80∘C in the SH (see Figure 2.2).

Typically, the polar vortex is defined by sectors of high potential vorticity 𝑃𝑉, which is defined
as the product of absolute vorticity 𝜁z and the vertical gradient of potential temperature 𝜕𝜃

𝜕𝑧 . It
has been shown that this quantity is even conserved in a baroclinic frictionless fluid and diabatic
heating and may be used to derive a variety of other dynamical variables [Hoskins et al., 1985].

As noticed in Figure 2.2, there exist significant hemispherical differences regarding shape
and strength of the stratospheric vortices. This mostly arises from the fact that due to the more
complex land-sea configuration in the NH, more forced Rossby waves are excited compared to
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the SH. In this respect, the vertical propagation of stationary Rossby waves is constrained by the
criterion of Charney and Drazin [Charney et al., 1961]

0 < 𝑢0 < 𝛽

𝑘2
x + 𝑘2

y + 𝑓 2
0

4𝑁2𝐻2

= 𝑢c, (2.4)

where 𝑓0 is Coriolis parameter, 𝑁 is Brunt–Väisälä frequency and 𝐻 is scale height. According to
this criterion, only extremely long-wave stationary Rossby waves are able to propagate upward
into the stratosphere in westerly flow and disturb the vortex. Nevertheless, the vertical propa-
gation can only proceed until a critical speed 𝑢c of the westerly flow is reached. As a result of
stronger wave activity in the NH, the NH polar vortex is less stable, meandering more stronger
and warmer compared to the SH vortex and sometimes may split up into two vortices. This
stronger impact of upwardly propagating waves is assumed to be an essential factor leading
to more frequent sudden stratospheric warming events, which come along with temperature in-
creases of 50 ∘C within a few days in the stratosphere and may cause an immediate breakdown
of the vortex [Matsuno, 1971]. However, a stratospheric warming event has been observed for
the first time in September 2002 on the SH as well [Charlton et al., 2005].

In contrast to the stratospheric polar vortex, the tropospheric vortex extends to much lower
latitudes (typically between 40 and 50∘), exists over the entire year and shows up more asym-
metries due to the described impact of atmospheric waves in lower altitudes. Despite the fact
that both vortices can be considered as two separated structures, they may interact by a variety
of troposphere-stratosphere pathways and coupling mechanisms [Holton et al., 1995; Stohl et
al., 2003].

2.6 oz one

The typical vertical distribution of ozone as depicted in Figure 2.1 indicates that largest amounts
(over 90 %) of ozone can be found in a confined altitude range from the lower stratosphere up
to 35 km—the so-called ozone layer. Generally, the ozone layer around the equator is located in
higher altitudes (peak concentration around 26 km) compared to the poles (peak concentration
around 17 km), although its thickness varies seasonally and geographically.

Ozone acts as a climate-active gas as it affects the energy balance of the stratosphere and the
troposphere. Basically, stratospheric ozone absorbs short-wave UV radiation and absorbs and
emits thermal long-wave radiation, which in the case of stratospheric ozone has mainly two
consequences for the Earth’s surface: on the one hand, a positive long-wave radiative forcing
effect is provided due to the absorption of solar UV radiation leading to additional heating
of the stratosphere. The heated stratosphere emits long-wave radiation to the troposphere and
contributes to additional surface warming. On the other hand, due to stratospheric ozone ab-
sorption less short-wave UV radiation reaches the Earth’s surface, which leads to additional
surface cooling. Nevertheless, the induced effect of surface warming overwhelms the cooling
effect. This results for instance in a net negative radiative forcing on the Earth’s surface caused
along with stratospheric ozone depletion. The radiative effect of ozone in different altitudes
generally differs significantly and strongly depends on the vertical and horizontal ozone distri-
bution and is highly complex. [Gauss et al., 2005; Myhre et al., 2013]
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(a) (b)

Total ozone [DU]
Total ozone [DU]

Figure 2.4: (a) Illustration of springtime ozone losses before and after the detection of the ozone hole.
Thin lines depict specific years and thick bold lines indicate averages over the respective
periods: 1957–1985 (orange), and 1985–2015 (grey). Units are given in Dobson unit DU, where
100 DU correspond to a 1 mm thick layer when the total ozone column would be collected at
the ground under standard conditions. Data are observations at Halley station (75∘S, 26∘W)
taken from the British Antarctic Survey (www.bas.ac.uk/). (b) Development of the Antarctic
ozone hole over recent decades. Data are taken from the Copernicus Climate Change Service
(cds.climate.copernicus.eu).

Additionally, ozone is among the most essential gas species for life on Earth, since it protects
humans, animals and plants by absorbing extremely harmful UVC radiation (100–280 nm) al-
most completely, as well as large amounts of UVB radiation (280–315 nm).

The fundamental theory of photochemical formation and destruction of ozone is described
by the ozone–oxygen cycle suggested by Chapman [Chapman, 1930]. Following this theory, the
production of ozone is given by the reactions

O2 + ℎ𝜈 → 2 O (𝜆 < 240 nm), (2.5)

O + O2
M−→ O3, (2.6)

where an oxygen molecule O2 is first photolysed by a high energy UV photon into two oxy-
gen atoms O. Afterwards, the oxygen atom O reacts in a third order reaction with an oxygen
molecule O2 to ozone O3, where 𝑀 represent a third molecule needed for energy balance.

In turn, the corresponding ozone destruction process within the Chapman cycle is given by
the photolysis and oxydation reactions

O3 + ℎ𝜈 → O(1D) + O2 (𝜆 < 310 nm), (2.7)
O + O3 → 2O2, (2.8)

where the excited oxygen atom O(1D) in Equation 2.7 is converted to an oxygen atom O when
colliding with an arbitrary molecule 𝑀.
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Oxygen photolysis in Equation 2.5 becomes more effective in regions where largest amounts
of extremely short-wave UV radiation are supplied. Therefore, the tropical stratosphere acts
as the main source region of ozone, whereas only tiny amounts are produced in tropospheric
regions due to the lack of available UV radiation, which is mostly absorbed in the stratosphere
located above.

However, especially between autumn and spring largest amounts of total column ozone can
be found in stratospheric polar regions, whereas in the tropical stratospheric source region
comparatively small amounts of total ozone are present. These greater ozone abundances accu-
mulating in polar regions are related to a large-scale meridional circulation cell, which proceeds
on timescales of about 5 years and is called the Brewer-Dobson circulation [Brewer, 1949]. This
wave-driven circulation cell is characterised by uprising motions at the equator into the trop-
ical stratosphere, where air parcels move poleward and descend at high latitudes [Holton et
al., 1995]. Thus, ozone as well as other chemical species produced in the tropics are transported
towards the poles, resulting in higher ozone abundances at high latitudes compared to the trop-
ics. This transport is especially pronounced in the NH and in seasons where the Brewer-Dobson
circulation is strongest due to higher wave activity (autumn, winter and spring).

2.6.1 Gas phase chemistry of ozone depletion

Chemistry models only considering the Chapman cycle given by Equations 2.5-2.8 would largely
overestimate the amount of total ozone compared to observations; therefore, further chemical
destruction processes involving ozone-depleting substances have to be considered in addition
to the Chapman cycle.

These processes typically proceed in catalytic cycles of the form

X + O3 → XO + O2

XO + O → X + O2

O3 + O → 2O2,

where the ozone-depleting reaction species X is permanently reproduced within the cycle and
ozone is destroyed.

In this respect, a large number of catalytic cycles for several ozone-depleting chemical families
and gases are known nowadays. It has early been recognised that nitrogen (X=NO) chemistry
[Crutzen, 1970], as well as hydrogen (X=OH) chemistry [Bates et al., 1950] contribute to ozone
depletion in the stratosphere, where the nitrogen catalytic cycle is the dominant ozone depletion
process in mid-latitudes. In addition to that, ozone-depletion cycles including chlorine (X=Cl)
[Stolarski et al., 1974] and bromine (X=Br) [Wofsy et al., 1975] were proposed in the 1970s.

Nevertheless, only small fractions of atmospheric nitrogen, hydrogen, bromine or chlorine
are bounded in reactive and short-lived chemical compounds (NOx, HOx, Brx, ClOx), which
are directly involved in ozone-destroying cycles. Rather, they are mostly bounded in reservoir
gases. These reservoir gases are not able to destroy ozone directly, but may be converted to a
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Family Reactive gases Reservoir gases Anthropogenic source gases
Nitrogen N NOx ∶ NO, NO2, NO3, N HNO3, N2O5, ... nitrous oxide N2O
Hydrogen H HOx ∶ OH, HO2, H H2O, ... methane CH4, water H2O
Chlorine Cl ClOx ∶ Cl, ClO, Cl2O2 HCl, ClONO2, ... CFCs
Bromine Br Brx ∶ Br, BrO HBr, HOBr, ... Halones

Table 2.1: Overview over the most important ozone destroying families, their reactive gases and reservoir
gases as well as anthropogenic source gases.

reactive species by other chemical processes. The sum of reactive species and reservoir species
is typically termed total amount of inorganic nitrogen NOy, hydrogen HOy, bromine Bry and
chlorine Cly, respectively.

The total amount of the respective inorganic species in the stratosphere and therefore their
overall potential in contributing to ozone depletion is determined by anthropogenic source
gases. Generally, these emitted source gases have long residence times in the troposphere. How-
ever, when transported into the stratosphere they are photolysed by short-wave radiation and
produce atomic nitrogen, hydrogen, bromine and chlorine atoms, which afterwards either de-
stroy stratospheric ozone directly or are stored in reservoir gases of the respective family. Table
2.1 provides an overview over the four most important ozone destroying families (N, H, Cl, Br)
including their reactive gases, their reservoir gases as well as anthropogenic source gases.

Around 1985, a recurring springtime ozone hole was discovered at high southern latitudes,
which was characterised by an extreme ozone reduction in altitudes approximately between
14–20 km compared to previous decades [Farman et al., 1985]. As shown in Figure 2.4, this
negative anomaly, which started many years before its discovery and peaked in the early 2000s,
is especially pronounced in October and is still observable in present days. This was in fact
quite controversial, since in winter and spring largest ozone amounts are expected at the poles
due to the relatively strong Brewer-Dobson transport in these seasons.

Since the aforementioned chemical depletion processes can not sufficiently explain these ex-
treme losses, shortly after its discovery the ozone hole was predominantly attributed to human-
made emissions of chlorofluorocarbons (CFCs) and a chemical mechanism for polar ozone de-
pletion was proposed [Solomon et al., 1986]. After CFC emissions were rigorously restricted
along with the Montreal Protocol in 1989 and its amendments, the ozone hole now shows signs
of recovery over recent years and is expected to completely regenerate till 2050, leading to an
expected positive radiative forcing contribution over upcoming years.

2.6.2 Heterogeneous chemistry of polar ozone depletion

In order to explain the unprecedented polar ozone losses around the end of the 20th century,
heterogeneous reactions have to be taken into account, which proceed on liquid or solid sur-
faces. Of major importance for ozone depletion in polar regions are Polar Stratospheric Clouds
(PSCs). These clouds are basically categorised into three classes depending on their chemical
composition and begin to form at very low temperatures below -78 ∘C.
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In polar winter, reservoir species of chlorine (HCl, ClONO2) react on the surface of PSCs to
chlorine molecules Cl2. When first sun rays reach the polar stratosphere in spring, these chlorine
molecules are immediately photolysed into reactive chlorine species ClOx, which initiate the
important ozone-depleting chlorine cycle

2 (Cl + O3 → ClO + O2) (2.9)

ClO + ClO M−→ Cl2O2 (2.10)
Cl2O2 + h𝜈 → 2 Cl + O2 (2.11)

2 O3 + h𝜈 → 3 O2, (2.12)

leading to massive ozone losses in polar regions in spring time. In this respect, a feedback mech-
anism between springtime ozone losses and PSCs was proposed: springtime ozone losses reduce
stratospheric temperatures, which in turn prolongs the presence of PSCs and consequently also
the formation of ozone-destroying ClOx species [Jones et al., 1995].

An additional effect of PSCs that enhances ozone depletion is the conversion of active nitrogen
NOx to the reservoir species HNO3 on PSC surfaces. Hence, less NOx is available in the strato-
sphere, which is able to deactivate the reactive chlorine species ClOx into chlorine reservoir
gases Cly. Additionally, when cloud drops within the PSCs grow in size, the bounded HNO3
may be sediment to lower altitudes by gravity and cannot be converted to chlorine-deactivating
NOx by sunlight in spring. This process, called denitrification, finally favours ozone depletion
in spring.

As explained in Chapter 2.5, the polar vortex on the SH is more isolated and colder compared
to the NH; hence more PSCs are forming during winter and therefore the aforementioned pro-
cesses are more active on the SH. Thus, the polar ozone hole is much more pronounced in the
SH in contrast to the NH.
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2.7 t e l econ ne c t io ns and osc i l lat ions

It has long been recognised that global atmospheric weather systems are linked and connected
over large distances, which was already noted by the Vikings at the beginning of the second
millennium [Feldstein et al., 2017] and recorded for the first time in David Crantz’s The History
of Greenland(1767):
“It has been many times remarked, that the weather in Greenland is just the reverse to that in Europe; so
that when the temperate climates are incommoded with a very hard winter, it is here uncommonly mild,
and vice versa.”[Vallis et al., 2008]
First extensive studies on atmospheric linkages were carried out by Sir Gilbert Walker in the
1920s, who collected large amounts of data from an extensive station network at that time and
revealed relationships between distant regions by employing correlation analyses. Three pat-
terns of pressure anomalies3 were noted and named the North Atlantic Oscillation (NAO), North
Pacific Oscillation (NPO) and Southern Oscillation (SO), which extend over the SH and a large part
of the NH [Walker, 1923]. To illustrate these anomaly patterns, Figure 2.5 depicts one-point cor-
relation maps for Sea Level Pressure (SLP) anomalies, showing the correlation coefficient of each
respective grid point time series with the time series of a reference point.

The SO relates to a see-saw like oscillation of sea level pressure between Australia-Indonesia
and the South-East Pacific, induced by a thermally driven east-west circulation over the Pacific
ocean, which was named the Walker circulation in his honour many years later. In combination
with the ocean system, the resulting oscillations in SLP, as well as in Sea Surface Temperature
(SST) and zonal winds are nowadays well-known as the El Niño-Southern Oscillation (ENSO). In
its normal phase, ENSO is characterised by cold SSTs, relatively high pressures near the ground
and dry conditions in the East Pacific in connection with upwelling of cold and nutrient-rich
deep water at the South-American coast—and vice versa in Western Pacific regions. The rever-
sal of these normal conditions every 2–7 years in El Niño years leads to severe droughts in
Indonesia and heavy rainfall over South America. However, there also exist potential linkages
and teleconnections related to ENSO over the entire globe, such as with the Indian monsoon or
African precipitation [Torrence et al., 1999; Diaz et al., 2001].

The NAO and NPO describe two important dipole-like patterns of pressure anomalies on the
NH, which are observed in the Northern Atlantic and the Northern Pacific region, respectively
[Hurrell, 1996]. The NAO is commonly associated with negatively correlated pressure anomalies
between the Icelandic low and the Azores high, whereas the NPO is typically related to the
fact that pressure fluctuations over Hawaii are opposed to those over Alaska and the Bering
Sea. Together with other detected anomaly patterns, such as a wave-like pattern called Pacific
North American Oscillation (PNA) [Wallace et al., 1981] or a dipole-like pattern over the North
Atlantic-European region termed East Atlantic Oscillation (EAO) [Mikhailova et al., 2016], all of
these teleconnections were studied extensively over recent years and have been shown to have
significant regional and large-scale impact on the entire NH’s climate system and its temporal
variability [Trigo et al., 2002; Linkin et al., 2008].

3 Anomalies are typically defined as deviations from the mean annual cycle.
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Figure 2.5: One-point correlation maps for the three teleconnection and oscillation patterns identified
by Walker, calculated from detrended monthly mean SLP anomaly time series from ERA-
Interim data for the period 1979–2012: the North Atlantic Oscillation NAO (upper left), the
Northern Pacific Oscillation NPO (upper right) and the Southern Oscillation SO (bottom). The
correlation coefficients at each grid point were calculated with respect to the time series of a
reference point, which is indicated by the red star.

From a classical point of view, the term teleconnection is used in atmospheric science to
describe all forms of climatic linkages or relations on intraseasonal to interannual timescales—
either directly or indirectly—between geographically separated regions. These regions might
be thousands of kilometres apart from each other.

However, the word teleconnection was first used in the mid 1930s [Ångström, 1935] and had
not established itself in climatic literature until the 1980s. The name basically refers to the fact
that some kind of information is transported between distant regions throughout the atmo-
sphere, which may result in positive or negative correlations. These teleconnection patterns can
be identified by employing statistical analysis techniques, such as correlation and regression
maps or empirical orthogonal function analysis, on a variety of atmospheric variables [Wallace
et al., 1981].
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2.7.1 The Antarctic Oscillation

In 1928, Sir Gilbert Walker stated as well:
”Just as in the North Atlantic there is a pressure opposition between the Azores and Iceland,... , there is
an opposition between the high pressure belt across Chile and the Argentine on the one hand, and the low
pressure area of Weddell Sea and the Bellingshausen Sea on the other.” [Gong et al., 1999]

However, the scarcity of observational data from the Antarctic region did not allow for more
profound research on this supposed relation between the mid- and high-southern latitudes.

In the late 20th century, when more data from the high-latitudes of the SH became available
and more analyses were carried out, the existence of such a relation in mid- and high-latitudinal
southern regions was confirmed and named the Antarctic Oscillation AAO [Rogers et al., 1982].

The Antarctic Oscillation describes the most dominant mode of extratropical climate vari-
ability on interannual to intraseasonal timescales over the SH [Thompson et al., 2000]. In the
troposphere, it is associated with an alternation and meridional exchange of masses between
the mid- and high-southern latitudes, resulting by convention in higher pressure anomalies
over mid-latitudes and in lower pressure anomalies over Antarctica in its positive phase—and
vice versa in its negative phase. For illustration, Figure 2.6 shows polar stereographic plots of
ERA-Interim monthly 𝑧′

700 geopotential height anomalies (see Chapter 3.2)) for a negative tro-
pospheric AAO phase (February 2002) and a positive AAO phase (May 1989). Also shown is a
one-point correlation map for SLP anomalies as in Figure 2.5.

Furthermore, Figure 2.7 depicts the crosscorrelation coefficients of zonally averaged monthly
SLP anomalies on the SH using ERA-Interim reanalysis data. The tropospheric AAO manifests
itself in a strong and significant negative correlation down to -0.76 between mid-latitudes (40∘S)
and high-latitudes (60–70∘S). This implies that increasing pressures above the mid-latitudes are
typically accompanied by decreasing pressures above high-latitudes and vice versa. In order
to characterise the current state of the tropospheric AAO at a respective time, several Antarctic
Oscillation-indices (AAOI) have been defined. The first and perhaps most simplest definition of
an topospheric AAOI using reanalysis data was given by Gong et al., 1999:

AAOI = 𝑃∗
40∘𝑆 − 𝑃∗

65∘𝑆, (2.13)

where 𝑃∗
40∘𝑆 and 𝑃∗

65∘𝑆 stand for the normalised zonal mean SLP of 40∘S and 65∘S, respectively.
A slightly different definition is given by Nan et al., 2003, who used 𝑃∗

70∘𝑆 instead of 𝑃∗
65∘𝑆

by reason of supposedly stronger negative correlations between 40∘S and 70∘S compared to
40∘S and 65∘S. To examine the reliability of such reanalysis-based tropospheric AAOI prior to
the satellite era, station based indices have been introduced. Such station based indices were
for instance defined by Marshall, 2003, who used SLP observations from six stations located at
40∘S and 65∘S, respectively, in order to provide a proxy zonal mean. A more sophisticated and
nowadays frequently used definition of the AAOI is given by the first principal component of the
leading Empirical Orthogonal Function (EOF) as described in Chapter B.1. Some more indices
with their individual strengths and weaknesses have been defined over the last years [Ho et al.,
2012]. However, it is pointed out that time series of differently defined AAOI are strongly and
significantly correlated, as it can be noted in Figure 2.7.
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Figure 2.6: Left: Examples of a positive tropopsheric AAO phase (top, May 1989) and a negative tropo-
spheric AAO phase (bottom, February 2002). Plottet are 𝑧′

700 geopotential height anomalies
taken from ERA-Interim. Right: Same one-point correlation map as in Figure 2.5 for SLP
anomalies for illustrating the anticorrelation between mid- and high-latitudes and the AAO.

The tropospheric AAO can not be considered as an isolated atmospheric phenomenon, given
that several studies over recent years and decades have demonstrated that it is strongly related
to other components of the climate system over the entire SH [Hall et al., 2002].

As expected by the definition of the AAO in the troposphere, the correlation plot in Figure 2.8
between the station based Marshall AAOI and geopotential height anomalies 𝑧′

700 (see Chapter
3.2) indicates that a high polarity state is related to higher pressure anomalies over the mid-
latitudes and lower anomalies over Antarctica—and vice versa for negative polarities. Since
the tropospheric AAO is dominated by ring-shaped and zonally symmetric components in mid-
and high-latitudes, it is also referred to as the Southern Annular Mode (SAM). Its counterpart on
the Northern hemisphere is therefore typically called the Arctic Oscillation (AO), or Northern
Annular Mode (NAM).

Probably the most prominent consequence observed during a positive tropospheric AAO
phase is a strengthening of the westerly wind belt. This is a result of an increase of the merid-
ional pressure gradient 𝜕𝑝

𝜕𝑦 between the mid- and high-latitudes, which increases zonal geostrophic
wind speeds according to Equation 2.1 [Lovenduski et al., 2005]. The correlation map in Figure
2.8 between the station-based Marshall tropospheric AAOI and zonal wind speed 𝑢 indicates
that the anomalously strong pressure gradient during a positive AAO phase acts to significantly
strengthen the westerly winds at around 55∘S, and to weaken westerlies at around 35∘S (easterly
anomaly), which finally results in a shift of the westerly wind belt towards Antarctica. In this
respect, a southward shift of the Antarctic circumpolar stormtrack has been recognised in con-
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Figure 2.7: Left: Time series of different tropospheric AAOI: Nan and Li (blue), Gong and Wang (orange)
and station based Marshall index (green). All indices show up to be very similar by visual
inspection and are strongly correlated with each other. Right: Crosscorrelation coefficients of
zonally averaged SLP anomalies for all months on the SH using ERA-Interim data.

nection with a positive polarity of the tropospheric AAO [Gillett et al., 2006]. These stormtrack
regions act as relatively narrow zones with strongest baroclinic wave activity, where extratrop-
ical cyclonic storms travel driven by prevailing winds.

As a consequence of the aforementioned zonal wind variability, the frictional transfer of mo-
mentum at the air–sea interface is subjected to variations too, and may affect ocean circulations
on the SH. Therefore, positive westerly wind anomalies during a positive tropospheric AAO
phase increase northward Ekman transport of surface water between 45∘S and 65∘S. Contrary,
the associated easterly wind anomalies in lower latitudes induce stronger southward Ekman
transport between 30∘S and 45∘S. Mass conservation induces that the divergence around the
Antarctic coast implies stronger nutrient-rich deep water upwelling, which favours biological
productivity. In constrast, the convergence around 45∘S causes stronger surface water down-
welling. In this respect, it was noticed that a slight increase of chlorophyll concentration around
the Antarctic coast and a decrease at around 45∘S could be detected as a response to an increas-
ing tropospheric AAOI [Lovenduski et al., 2005]. Additionally, it was shown that the previously
described upwelling effect around the Antarctic coast is connected to stronger ice shelf basin
melting in certain coastal regions, which possibly acts as a driver for the destabilisation of the
Antarctic Ice Shelf [Greene et al., 2017]. Furthermore, it was proposed that a more intense cir-
cumpolar current might be associated with a positive tropospheric AAO polarity [Hall et al.,
2002].

Studies on the effect of an increasing tropospheric AAOI on the Sea Ice Extent (SIE) in the South-
ern Ocean suggest that the main response results, on the one hand, in a decrease of sea ice in the
Weddell Sea and Bellinghausen Sea, and one the other hand, in an increase in the central Pacific
sector (Ross Sea, Amundsen Sea) [Lefebvre et al., 2004]. This may be attributed to anomalous
meridional heat fluxes and sea ice advection in the respective regions. It has been proposed that
an anomalous poleward meridional heat flux in the vicinity of the Anarctic Peninsula during
positive tropospheric AAO polarities advects warmer air from mid- and low-latitudes and there-
fore lowers SIE in the Weddell and Bellinghausen Sea [Liu et al., 2004]. This enhancement of



20 at mos ph er i c fou ndat ions

poleward meridional heat flux contributes to anomalous warm surface temperatures over the
Antarctic Peninsula during positive tropospheric AAO phases. Furthermore, significant regional
warmings over southern Chile and Argentina, over Tasmania, south-eastern Australia, over the
South Island of New Zealand, as well as anomalously cold surface temperatures over most of
Antarctica have been observed in connection with an increasing AAOI [Gillett et al., 2006]. The
correlation map in Figure 2.8 indicates additional surface warming over the southern Indian
and Atlantic Oceans during positive AAO phases and reproduces the aforementioned continen-
tal warming regions partly. This differences might be due to the low quality of ERA-Interim
2-m air temperatures over Antarctica compared to station based data [Jones et al., 2015]).

Moreover, high-index polarities of the tropospheric AAO are shown to be connected to anoma-
lous fluxes of CO2 from the Southern Oceans to the atmosphere [Butler et al., 2007], which in
turn favours the poleward shift of stormtracks [Miller et al., 2006]. In addition to the previous
impacts, several other studies pointed out aspects related to the polarity of the AAO, such as
the intensification of wildfire activity during a positive phase, as well as precipitation changes
in South America [Holz et al., 2011; Silvestri et al., 2003], Australian rainfall [Meneghini et al.,
2007] or dust weather frequency in China [Fan et al., 2004].

2.7.2 Mechanism and drivers

The origin of the tropospheric AAO, as well as the driving mechanisms beyond other telecon-
nections, is a topic of ongoing research and debate due to the complexity of the atmospheric
system.

Teleconnection patterns such as the PNA wave train or the mid-latitude wave-like features of
the AAO suggest that these modes of variability are at least partially driven and connected to
Rossby waves [Hoskins et al., 1981; Karoly, 1989; Seo et al., 2017]. However, the general form
of annular modes and oscillation patterns, such as the tropospheric AAO or the AO, have been
shown to appear in aquaplanet general circulation models with zonally symmetric boundary
conditions and without orographic or diabatic excitation of forced Rossby waves [Cash et al.,
2002]. Therefore, it is widely accepted that the AAO and the AO, as well as other oscillation pat-
terns, basically arise from internal atmospheric dynamics. However, land-sea contrasts and dia-
batic heat sources might be responsible for shaping zonal asymmetries in mid-latitudes, which
are not as pronounced in aquaplanet simulations with uniform surface and zonally symmetric
boundary conditions [Sempf et al., 2005].

A potential explanation for the vacillation of the jet stream associated with positive and neg-
ative tropospheric AAO polarities (see Figure 2.8 (top right)) is a mutual reinforcement mech-
anism between eddies and the mean zonal flow. An anomalously strong jet stream leads to
enhanced baroclinic eddy activity in the respective region, which in turn strengthens the jet
and favors eddy activity again [Hall et al., 2002; Limpasuvan et al., 1999]. Since eddy activity is
especially pronounced in stormtrack regions in the centers of the southern Indian, Pacific and
Atlantic ocean, strongest anticorrelation in pressure between mid- and high-latitudes can be
found in these region (see Figure 2.8 top left). Additionally, minimal stochastic models simu-
lating the vacillation of the jet stream as a Wiener process by taking into account conservation
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Correlation coefficient

Figure 2.8: Correlation map between the station-based Marshall tropospheric AAOI and anomalies of
geopotential height of the 700 hPa pressure level 𝑧700, zonal wind 𝑢700 and temperature 𝑇700
at 700 hPa, as well as 2-m air temperature (𝑇2m). All time series have been detrended be-
fore computing the correlation. The station-based Marshall indices are taken from: Marshall,
Gareth & National Center for Atmospheric Research Staff (Eds). Last modified 19 Mar 2018. ”The Cli-
mate Data Guide: Marshall Southern Annular Mode (SAM) Index (Station-based).” Retrieved from
https://climatedataguide.ucar.edu/climate-data/marshal

of zonal momentum [Gerber et al., 2005], showed similar anticorrelated features between mid-
and high-latitudes as observed in Figures 2.7 (right) and 2.8 (top right).

As shown for the AAO’s counterpart in the NH—the AO—a different perspective is to inter-
pret the positive and negative phases of such annular modes of variability in terms of circu-
lation regimes [Sempf et al., 2007]. These circulation regimes correspond to preferred atmo-
spheric configurations and may be considered as parts of a chaotic attractor of the underlying
large-scale nonlinear atmospheric system. This chaotic attractor includes phase space regions
belonging to positive and negative states of the annular mode and allows for occasional transi-
tions between these phase state regions. In this respect, tuning experiments employing three-
layer models proposed a potential bifurcation route for the AO, which finally related the regime
behavior within the chaotic attractor to transitions between the ruins of formerly coexisting at-
tractors. It seems plausible that dynamics in the SH underlie such a scenario as well.





3R E A NA LY S I S DATA

Reference atmospheric data are necessary for the analysis of atmospheric dynamics or variabil-
ity, as well as to evaluate and compare the performance of contemporary atmospheric models.
Such ”real-world” data are commonly given either by in-situ observations and measurements,
such as from thermometers or rain gauges, or by so-called reanalysis data.

Atmospheric reanalysis datasets provide comprehensive retrospective snapshots of the atmo-
spheric system at regular intervals over long time periods and are among the most frequently
used data sets in climate science. They are generated via data assimilation, a technique that
combines historical observations from different sources and model-based forecasts in order to
estimate the state of the atmopsheric system as accurately as possible. Observational data in-
clude for instance measurements from ground-based stations, ships, aeroplanes, satellites or
upper-air soundings. Typically, the assimilation procedure at a certain time step consists of a
first-guess of the atmospheric state generated by a numerical weather prediction model and
is based on the atmospheric state of the previous time step. The forecast is then updated in
light of the observations by a distinct assimilation scheme, for instance variational methods or
ensemble Kalman-filter [Reich et al., 2014]. Thus, even with spatially inhomogeneous obser-
vations the assimilation system produces completely gridded atmospheric state estimates at
every time step for all kinds of atmospheric variables.

Different reanalysis products, such as the European ECMWF (European Centre of Medium-
Range Weather Forecasts) reanalysis and the American NCEP/NCAR (National Centers for En-
vironmental Prediction/National Center for Atmospheric Research) reanalysis, generally use
different observational data, atmospheric models and assimilation schemes.

Since reanalysis data are a result of a complex inferential process that involves theory-based
calculations, errors and uncertainties in such datasets are generally less well understood and
calculable compared to traditional observations and measurements [Parker, 2016]. Furthermore,
changes in observational methods over time could produce spurious trends or biases. Especially
in regions, where observations are of low quality and stem from earlier time periods (as those
prior to the beginning of the modern satellite era in the late 1970s) or over remote and data
sparse regions, reanalysis data primarily depend on the model forecast and should be treated
with more suspicion [Screen et al., 2011; Bromwich et al., 2007].

3.1 e ra- in t er i m

For analyses in this thesis, data from the ERA-Interim reanalysis [Dee et al., 2011] are used,
which is a global atmospheric reanalysis dataset provided by ECMWF and is the successor
of the ERA40 product. The ERA-Interim dataset covers the time period from January 1979
till August 2019 and was motivated particularly to improve issues of the predecessors. Such
shortcomings of the predecessors include for instance several bias corrections, as well as the
representation of hydrological cycles and stratospheric circulation [Hagemann et al., 2005].

23
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The ERA-Interim reanalysis is produced based on a 2006 release (Cy31r2) of the ECMWF
Integrated Forecasting System (IFS). The IFS incorporates a forecast model with three fully cou-
pled components for the atmosphere, land surface and ocean waves. Additionally, as a core
element it employs a 4D-Var (4-dimensional variational analysis) assimilation scheme using a
12 hourly analysis cycle. During each cycle, available observations are combined with prior in-
formation from the forecast model to estimate the evolving state of the global atmosphere. This
results in a dataset with 6-hourly gridded estimates of 3-dimensional meteorological fields, as
well as 3-hourly estimates of surface parameters and other 2-dimensional variables. On aver-
age, about 107 observations are assimilated per day, mostly originating from satellites measure-
ments, such as clear-sky radiances from polar-orbiting and geostationary sounders and imagers,
or wind and ozone retrievals from various satellite-borne sensors and scatterometers. Addition-
ally, data from radiosondes, pilot balloons, wind profilers or other ground-based stations are
assimilated.

The IFS operates on 60 vertical levels from the surface up to 0.1 hPa with spectral resolution
T255 (see Chapter 4.1.2). This results in a horizontal resolution of approximately 80 km on the
corresponding reduced N128 Gaussian grid, which is equally spaced in distance. However, the
ERA-Interim data used in this thesis are horizontally regridded to a 2 × 2∘ regular latitude-
longitude grid and vertically reduced to 37 levels, since when studying large-scale atmospheric
phenomena coarser resolution is generally sufficient.

3.2 geopote nt ia l h e i ght f i e ld s

The central climatic variable in this thesis is the geopotential height 𝑧g(𝑝) of different pressure
levels 𝑝, defined as

𝑧g(𝑝) = 1
𝑔0

∫
ℎ(𝑝)

0
𝑔(𝜑, 𝑧)d𝑧, (3.1)

where ℎ(𝑝) is the geometrical height of a given pressure level 𝑝, 𝑔0 = 9.80665 m
s2 is the reference

gravity constant, 𝜑 is latitude, and 𝑧 is geometric height. The associated unit geopotential metre
(1 gpm) corresponds to the geometrical height 𝑧 above sea level at which an air parcel with mass
1 kg has a potential energy of 9.80665 J. Thus, at mid-latitudes, where the gravity constant 𝑔 is
close to 𝑔0, 1 gpm approximately coincides with a geometric metre. At the poles, where 𝑔 >
𝑔0, a geopotential metre corresponds to less than one geometrical metre, and vice versa at the
equator. Since an air parcel moving along a surface of constant geopotential height (isohypses)
maintains its potential energy, geopotential height is commonly used as the vertical coordinate
in atmospheric research instead of geometric height 𝑧.

Figure 3.1 depicts the mean fields of geopotential heights at the 700 hPa pressure level 1,
termed 𝑧700. Also shown is the standard deviation 𝜎𝑧′

700
of the 700 hPa geopotential height

anomaly field. These plots were calculated from monthly ERA-Interim data for the time pe-
riod 1979–2016 over the SH. Shown are diagrams for austral summer DJF (December, January,

1 The 700 hPa pressure level is located approximately 3 km above sea level in the troposphere and was chosen since
most parts of Antarctica have a lower elevation. ERA-Interim data are extrapolated using the hydrostatic equation
for altitude regions where the orography exceeds 3 km.
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Figure 3.1: Upper row: Mean field of the geopotential height field 𝑧700 at the 700 hPa pressure level for
austral summer (DJF) and austral winter (JJA) computed from monthly mean ERA-Interim data
for the period 1979–2016. Lower row: Standard deviation 𝜎𝑧′

700
of the detrended geopotential

height anomaly field 𝑧′
700 calculated from monthly mean ERA-Interim data for the period

1979–2016.

February), as well as for austral winter JJA (June, July, August). Geopotential height anomalies
𝑧′

700 are generally defined as deviations from the mean annual cycle. In order to calculate these
anomalies 𝑧′

700, the multi-year monthly mean for the time period 1979–2016 was calculated at
each grid point from the geopotential height time series 𝑧700 and afterwards subtracted from
𝑧700 for each respective month.

The mean field of 𝑧700 is characterised by a zonally symmetric decrease towards the poles of
several hundred gpm, which is primarily a consequence of the meridional temperature gradient
induced by the differential heating of the sun. As already outlined in Chapter 2.3, this gradient
in temperature (and therefore in 𝑧700) is particularly pronounced in austral winter due to the
strong diabatic cooling at high latitudes during polar night.

Furthermore, a general feature is the poleward increase of interannual variability 𝜎𝑧′
700

de-
tected in each season. This might reflect the strong variability and susceptibility of the po-
lar climate system due to the huge variety of different polar feedback mechanisms.The max-
imum variability 𝜎𝑧′

700
at high-latitudes is observed over West Antarctica and the Amundsen
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Figure 3.2: Same as in Figure 3.3, but for the 50 hPa level in the stratosphere. Austral spring (SON) is
additionally shown in the right panel. Note the different scales in the mean plots.

Sea, whereas weaker amplitudes are recognised over East Antarctica. This center of action of
interannual variability, which is more pronounced during austral winter time compared to aus-
tral summer, was also referred to as the ”West Antarctic pole of variability” [Connolley, 1997].
Earlier studies suggest that this feature could result from the asymmetric nature of Antarc-
tica’s orography and its displaced centre of mass from the pole, which generates large-scale oro-
graphic Rossby waves contributing to the formation of this variability pattern [Lachlan-Cope et
al., 2001]. The mean and variability patterns of austral spring SON (September, October, Novem-
ber) and austral autumn MAM (March, April, July) (not shown) reveal the same characteristics
and spatial patterns with amplitudes lying between winter and summer season.

As in the troposphere, the stratospheric geopotential height field at 50 hPa2 reveals a pro-
nounced zonally symmetric decrease towards the pole (see Figure 3.2 (top)). As shown in Figure
3.2 (bottom), the polar vortex in austral winter and austral spring exhibits a considerable inter-
annual variability. This year-to-year variability is especially pronounced in SON over southern
polar regions and can mostly be attributed to variations in radiative heating induced by mas-
sive ozone-depletion in springtime (see Chapter 2.6.2). During austral summer, only a weak
low pressure region and therefore weak westerlies are on average present over the polar cap.

2 The 50 hPa pressure level was chosen as it is located in the midst of the ozone layer.



3.3 antarct i c o sc i l lat ion in reanalys i s data 27

3.3 an tarct i c o s c i l l at ion in reanalys i s data

As described in Chapter B.1, Empirical Orthogonal Function (EOF) analysis computes the most
efficient set of orthogonal basis functions, which explain a given fraction of variance of mete-
orological fields with a minimum of coefficients (Principal Components PCs). Therefore, EOF
analysis has been extensively used as an aid in climatological studies especially to identify the
most dominant patterns of atmospheric variability [Kidson et al., 1975; Wallace et al., 1981]. In
this respect, it has been shown that EOF analysis serves as a useful tool for identifying and char-
acterising atmospheric oscillation and teleconnection patterns around the globe—especially for
geopotential height fields [Rogers et al., 1982; Thompson et al., 2000].

In order to examine the structure and the temporal evolution of the AAO for the time period
1979-2016, monthly ERA-Interim geopotential height anomaly fields of the 700 hPa (𝑧′

700) and
50 hPa levels (𝑧′

50) are used between 20∘S and 88∘S. This results in 6300 grid points for the
interpolated 2 × 2∘ grid resolution.

Due to the fact that grid points are equally spaced on a regular latitude-longitude grid, the
number of grid points per unit area increases with higher latitudes as the meridians converge
towards the poles. Therefore, high latitude features would be amplified and mid latitude fea-
tures deemphasised. In order to remedy this inhomogeneous spatial distribution of data points,
a common approach is to multiply each grid point by the square root of the cosine √cos(𝜑) of
its respective latitude.

3.3.1 Tropospheric Antarctic Oscillation

The upper row in Figure 3.3 depicts the leading EOF of 700 hPa geopotential height anomalies
𝑧′

700 and the respective 1st PC time series with unit variance and zero mean, which were cal-
culated by including monthly values for all seasons. For examining seasonal differences, the
analysis was additionally carried out by only considering monthly data of different seasons
(DJF, MAM, JJA and SON). The fractions of variance (see Equation B.4), which are explained by
the respective EOFs, vary between around 25 % (all seasons, MAM, SON) and over 30 % (DJF).

The structure of each leading 𝑧′
700 EOF is a common definition of the tropospheric AAO. It

reveals some kind of zonally symmetric ring-shaped pattern and can be associated with the
direction in phase space, which explains most variance of the original 𝑧′

700 time series. Thus,
the patterns in Figure 3.3 can be interpreted in a way that positive geopotential height anoma-
lies over mid latitudes are typically accompanied by negative anomalies over higher latitudes
for months with a positive 1st PC (positive AAO phase). Contrary, negative geopotential height
anomalies over mid latitudes are typically accompanied by positive anomalies over higher lat-
itudes for months with a negative 1st PC (negative AAO phase). The 1st PC is therefore often
referred to as a AAO-index (AAOI).

However, a closer investigation reveals that the tropospheric EOFs do not appear as complete
zonally symmetric patterns. Especially in MAM, JJA and SON, three mid-latitudinal centres of
action located in the stormtrack regions over the Pacific, Indian and Atlantic ocean can be ob-
served, which resembles a wave-3 pattern of a stationary Rossby wave (see Chapter 2.4). In
DJF the EOF pattern shows a more zonally symmetric shape in mid-latitudes. This may be at-
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Figure 3.3: Leading EOFs (left), as well as the corresponding standardised 1st PC time series (right, blue
curve) for different seasons computed from ERA-Interim 700 hPa geopotential height anoma-
lies 𝑧′

700 for the time period 1979-2016. Shown is also the percentage of explained variance in
the left brackets. The patterns are normalised in such a way that the corresponding PC time
series has unit variance. A linear trend line and a 6-year running mean (red) were calculated
for each respective PC time series. The linear trend slopes and the repsective 95 % confidence
intervals are given for each time series. For all seasons, DJF and MAM the significant trend
slopes 𝑚 are indicated by a green line color.
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tributed to a less pronounced barcolinic wave activity in mid-latitude regions due to a weaker
tropospheric meridional pole-equator temperature gradient and therefore less marked baro-
clinic stratification in austral summer. Additionally, a strong polar centre of action of the lead-
ing EOF pattern over Antarctica can be observed in austral winter, which is probably connected
to variability of the stratospheric polar vortex.

By computing the Theil-Sen slope and the respective 95 % confidence intervals (see Chapter
B.2), significant positive linear trends of the AAOI are detected during DJF and MAM over the
last decades, which is in good agreement with previous studies [Fogt et al., 2009; Ding et al.,
2012]. Especially the positive AAO trend in austral summer (DJF) is likely to be attributed to a
delayed downward propagation of stratospheric signals induced by recent stratospheric ozone
losses and the associated cooling in springtime [Thompson et al., 2002]. However, the precise
mechanisms of this downward propagation are still under debate [Thompson et al., 2005]. The
positive interannual linear trend for all seasons results from the contributions of the trends in
DJF and MAM.

3.3.2 Stratospheric Antarctic Oscillation

Up to this point, the AAO has only been considered as a tropospheric variability pattern. Nev-
ertheless, the fact that troposphere and stratosphere have shown to be coupled with each other
motivates to analyse the dominant pattern of stratospheric variability as well, which for con-
sistency might be termed the stratospheric AAO. For this reason, Figure 3.4 depicts the leading
EOF and the respective 1st PC time series of geopotential height anomalies 𝑧′

50 at the 50 hPa level.
Obviously, the stratospheric geopotential height anomalies are predominantly characterised by
variability patterns located over polar regions with largest amplitude in SON. These variability
patterns can be associated with a dynamical strengthening or weakening of the stratospheric
polar vortex in austral winter, late austral autumn and early/mid austral spring. Although the
polar vortex is absent and stratospheric circulation is weakest in austral summer, a circumpo-
lar variability pattern of 𝑧′

50 can be observed over the polar cap. Since the amplitude of the
stratospheric variability pattern in DJF (see Figure 3.4) is large enough to invert the mean equa-
torward pressure gradient in austral summer (see Figure 3.2 upper left panel), weak easterly
winds levels might be present at certain times at the 50 hPa.

The observed higher amplitudes towards the pole are, on the one hand, in good agreement
with the standard deviation plot in Figure 3.2; on the other hand, this might be at least par-
tially a statistical artefact of the EOF calculation, as the average spatial correlation tends to in-
creases towards the south pole at times when the polar vortex is present. Since EOF calculation
aims to maximise the joint variability of all grid points, locations close to the poles may be em-
phasised; however Gerber et al., 2017 argued, that dynamical variability plays an important
role for geopotential heights over polar regions, and results obtained from EOF analyses are
not barely statistical artefacts (especially when analysing large-scale spatial domains). Due to
smaller spatial correlation lengths compared to the stratosphere, such statistical effects are of
minor concern in the troposphere but should always be borne in mind when interpreting EOFs
as physical patterns of variability.
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Figure 3.4: Same as in Figure 3.3, but for 𝑧′
50 geopotential height anomalies.
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For all seasons, in DJF and in SON, the variability pattern exhibits a symmetric shape around
the pole. Contrary in MAM and JJA, more asymmetric patterns are present with shifted centres
of action towards East Antarctica and the Southern Indian Ocean. In late austral autumn and
austral winter (when the polar vortex is present), upward propagation of planetary waves is
especially favored since westerlies are present in the troposphere and lower stratosphere up to
a certain upper threshold (Charney-Drazin Equation 2.4). Therefore, the asymmetric shape of
these variability patterns in austral winter and austral autumn might be attributed to upward
propagation of planetary waves, which finally break into the stratosphere and distort the polar
vortex.

In addition, a potential dipole pattern between Cape Horn and East Antarctica may be noted
in MAM and JJA.

Both symmetric variability patterns in DJF and SON explain especially in austral summer up
to 62 % of the entire seasonal variability. Contrary, the more complex and distorted patterns in
MAM and JJA explain on average only up to 34% of variability.

Studying the associated leading PC time series shows an overall positive linear trend. On a
seasonal scale, this tendency towards positive AAO polarities is significantly pronounced in DJF,
when the stratospheric circulation is weakest, as well as in MAM. The strong trend in austral sum-
mer may reflect the thermal memory of the stratosphere, meaning that temperature anomalies
induced by ozone losses in spring may affect and extend to the summer circulation [Thompson
et al., 2002]. In this respect, trends in springtime loss depletion additionally prolong the exis-
tence of the polar vortex and consequently the period of ozone depletion (see Chapter 2.6.2).
Overall, the impact of recent springtime ozone losses on the summer circulation might be en-
hanced over previous decades, which could potentially explain the observed upward trend in
DJF.

It shows up that the tropospheric 𝑧′
700 and stratospheric 𝑧′

50 leading PC time series are highly
correlated (correlation coefficient larger than 0.5 for each season). This underpins that tropo-
spheric and stratospheric dynamics are linked to each other.

3.4 h i gher o r d er pat t erns of var iab i l i t y

Figure 3.5 shows the 2nd and 3rd EOF patterns of tropospheric and stratospheric geopotential
height anomalies, respectively.

Although 2nd and 3rd tropospheric EOFs can explain comparable fractions of variance, all
shown modes can be considered as statistically well separated from each other according to the
criterion of North et al., 1982. Thus, the patterns are no mixtures of their respective true pop-
ulation counterparts. Due to statistical limitations such as the orthogonality constraint, there
has been some debate to what extent especially higher EOFs can be interpreted as real physical
modes of variability. For better physical interpretations, rotated EOFs are also sometimes used
[Richman, 1986], which aim to identify simpler EOF structures at the expanse of alleviating the
orthogonality constraint.

As shown in Figure 3.5 (left), the 2nd and 3rd tropospheric EOF patterns explain more than
20 % of the entire variance and resemble two out-of-phase wave trains extending over the South-
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Figure 3.5: 2nd and 3rd EOF patterns and corresponding PC time series of (a) tropospheric 𝑧′
700 and (b)

stratospheric 𝑧′
50 geopotential height anomalies. All seasons were pooled together before cal-

culating the EOFs.

ern Pacific and Atlantic Ocean. These modes have been termed Pacific-South American (PSA)
modes of variability and have been shown to be linked to ENSO, rainfall anomalies over South
America, as well as to sea surface temperature anomalies in the tropics and the central and
eastern Pacific [Mo et al., 2001]. In contrast to the AAO, no interannual linear trend over recent
decades can be detected.

The higher stratospheric EOF modes in Figure 3.5 (right) reveal two wave-1 patterns and
barely any significant linear trends. From a physical point of view, these patterns appear plau-
sible since upward propagation of large-scale planetary waves with wavenumber 𝑘 = 1 is gen-
erally favoured (see Equation 2.4); however, the relative rotation of both patterns by 90∘ with
respect to each other sheds suspicion for the feature of being a statistical artefact due to the
orthogonality constraint.

3.5 f r equ e ncy ana lys i s

In general, temporal climate variability can be considered as a combined result of internal dy-
namics and time-varying external forcings.
Internal variability is primarily a consequence of the strong nonlinear character of the entire
climate system with each subsystem, such as the atmosphere, the ocean, the cryosphere or the
biosphere, having its own characteristic time scale. Each of these climate system components is
thereby potentially able to generate internal temporal variability, either by itself or by mutual
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Figure 3.6: Wavelet Transform of the detrended 𝑧′
700 leading PC time series for each respective season

and for all seasons. The wavelet transforms show the spectral density in dependence on time
and period. Spectral density values that lie outside the cone of influence (thin dashed line)
are not considered to be reliable. Thick bold lines indicate regions, which lie outside the
95% confidence interval (𝜈=2 degrees of freedom) of the theoretical spectrum of a red noise
process generated by an AR(1)-process (see Chapter B.3).

interactions with other subsystems due to nonlinearities in the involved physical processes and
equations [Bauer et al., 2004].

External forcings are in general agreement considered to be the main sources of very low fre-
quency variations. Atmospheric forcings include for instance variations of the incoming solar
radiation during the 11-year solar cycle, changes in the atmospheric composition and in orbital
parameters that mainly affect the Earth’s energy budget. However the relative contribution of
internal dynamics and external causes to atmospheric variability is still unclear and is predom-
inantly examined and studied with climate model sensitivity experiments [Bracco et al., 2004].

Model studies based on atmospheric primitive-equation models, which were forced on timescales
of the annual cycle, suggested that especially the interannual variability of large-scale patterns,
such as the AAO, projects on a ”red” spectrum with very-low frequency components dominat-
ing over higher intrannual components [James et al., 1989].

Further studies, which employed stochastic climate model approaches in connection with
Fokker-Planck equation, obtained similar characteristic ”red” spectra of variability [Hassel-
mann, 1976]. These studies considered low-frequency climate variability as a result of an inte-
gration of the rapidly varying atmospheric ”weather” system by the slow-responding climate
system (eg. ocean, cryosphere, vegetation...).

In order to investigate the temporal interannual variability of the AAO in more detail, the
wavelet transform (see Chapter B.3) of the leading tropospheric (𝑧′

700) PC times series (see Fig-
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Figure 3.7: Global wavelet transform of the detrended 𝑧700 leading PC time series for each respective sea-
son and for all seasons, showing time averaged spectral densities. The dashed lines indicates
the theoretical spectrum of an AR(1) process. The dotted lines signify the 95% confidence
interval limits (degrees of freedom 𝜈= length of time series 𝑛 , see Chapter B.3).

ure 3.3) has been computed for each respective season by using a Morlet wavelet. All time se-
ries have been detrended beforehand and the resulting tropospheric wavelet transforms are de-
picted in Figure 3.6. Also shown are the lag-1 autocorrelation coefficients 𝑟1 for each respective
time series, which are overall small, but consistently positive.The lower lag-1 autocorrelation
coefficient of the monthly-seasonal time series compared to the more continuous time series
with all seasons is mainly due to the 9-month gap between seasons of two consecutive years.

Based on the positive lag-1 autocorrelation coefficient, the reference spectrum with which to
compare the wavelet transform is chosen to be the theoretical ”red” spectrum of a red-noise
AR(1) process (see Equation B.10) with similar properties as the respective PC time series, such
as same lag-1 autocorrelation 𝑟1, variance 𝜎PC and zero mean. However, the wavelet transforms
rarely reveal any regions in time and frequency domain that differ significantly from the ref-
erence spectral density. The only noteworthy and significant signals in the wavelet transforms
appear especially in JJA for some years around 2010 with a period of two years and from 1990
to 2010 with a period of 5 years, as well as in SON in the 1990s and early 2000s with periods of
2–3 years.

Figure 3.7 illustrates the global wavelet spectrum, which is the time average of a certain fre-
quency or period over the entire time interval and can be regarded and interpreted quite similar
to a Fourier Transform. As noted before, the global spectra barely show any spectral densities
at given frequencies that are unlikely to occur by chance in a corresponding AR(1) process.

In contrast to the troposphere, the AAO pattern in the less turbulent and more isolated strato-
sphere shows much stronger persistence. This is indicated by larger lag-1 autocorrelation co-
efficients with weakest persistence during austral summer and strongest persistence during
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austral spring (see Figure A.1). As already seen in the tropospheric wavelet analysis, the strato-
spheric wavelet plots lack significant signals as well, but generally show stronger signals on
interannual frequencies due to the larger lag-1 autocorrelation. Significant signals show up in
the beginning of the 2000s and around 1990 at periods of two years.





4C L I M AT E M O D E L S

Due to the huge complexity and nonlinearity of the climate system, it is almost impossible to
study and to quantify future climate developments analytically, except for some few simplified
and conceptual approaches and models. Along with the increasing computational power over
the end of the 20th century, climate models became a popular tool allowing for more compre-
hensive studies of the climate system than ever before.

Basically, climate models may be considered as numerical representations of the governing
physical equations. However, the corresponding set of partial differential equations can gener-
ally not be solved analytically. Therefore, climate models provide numerical solutions averaged
over regions and time by discretising the spatial and temporal domain. The horizontal spatial
resolution Δ𝑥 ranges widely from some hundreds of metres in process models to the order of
100 km in global models and can be based on different grid types. The size of the time steps Δ𝑡
typically range from minutes in short-term weather predictions to many years in paleoclimate
simulations. However, higher resolutions in space and time are computationally more expen-
sive and in order to ensure numerical stability of the model, Δ𝑡 and Δ𝑥 have to chosen according
to certain criteria, which generally depend on the concrete numerical scheme.

Generally, the chosen complexity as well as the temporal and spatial resolution of the model
strongly depends on the concrete scientific question. Energy balance models in their simplest
form consider zonal or at least global energy budgets from emitted, absorbed and reflected so-
lar or terrestrial radiation and allow for gaining insights into fundamental mechanisms, as for
instance albedo feedbacks. On the next stage, earth models of intermediate complexity (EMICs)
take into account more advanced and physical-based representations of dynamical processes
and orography. Due to the advanced, but nevertheless often times still reduced and simplified
representation of processes, EMICs require moderate computational resources and are suit-
able for tackling a huge variety of climate aspects, such as long-term paleoclimate simulations
[Claussen et al., 2002]. On a final level, General Circulation Models (GCMs) provide the most
precise representation of the climate system by numerically solving the full (but often times
simplified) set of equations of motions at the expanse of higher computational costs. In addi-
tion to Atmospheric General Circulation Models and Sea-Ice-Ocean General Circulation Model,
modern Earth System Models (ESMs) nowadays include complex and coupled descriptions of
vegetation, ice sheets, carbon cycles or atmospheric chemistry as well.

4.1 atmosp h er i c ge neral c i rculat ion model s

Atmospheric General Circulation Models (AGCMs) are essential components of ESMs and are
nowadays widely used for numerical weather prediction and climate studies. Such models are
basically constructed around a set of seven primitive equations, which were written down for
the first time by the Norwegian meteorologist Vilhelm Bjerknes in the beginning of the 20th
century. These equations mathematically represent physical conservation principles. Therefore,
based on the corresponding basic physical laws they describe relationships between the seven

37
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primary atmospheric variables, which are three components of velocity, as well as pressure,
temperature, air density and humidity. Some years after Bjerknes, Lewis Fry Richardson made
the first attempt to predict weather numerically in detail. He discretised a region of interest into
grid cells and formulated a discrete form of the governing equations on the grid. Richardson’s
famous imaginary description of a ’forecast factory’, which should employ over 60,000 people
manually solving the meteorological equations, is comparable to modern numerical weather
prediction by parallel processing modern supercomputers. After the first computational nu-
merical forecast with a one-dimensional model on the world’s first electronic digital computer
ENIAC in 1950, more sophisticated numerical forecasts became computationally realisable due
to the steady increase in computational power. [Jacobson, 2005]

4.1.1 Governing equations

The dynamical core of AGCMs is governed by the following primitive equations in Eulerian form
[Goosse et al., 2010]:

• the conservation of momentum is given by the Navier-Stokes equation:

𝜌( 𝜕
𝜕𝑡 + ⃗𝑣∇ ⃗𝑣⏟⏟⏟⏟⏟

1

) = − ∇𝑝⏟
2

+ 𝜌𝑔⏟
3

− 2𝜌Ω⃗ × ⃗𝑣⏟
4

+ ⃗𝐹ext⏟
5

(4.1)

where ⃗𝑣 = (𝑢, 𝑣, 𝑤) is the velocity vector, 𝜌 is density, ∇𝑝 is the pressure gradient, 𝑔 is the
gravitational constant, Ω is the Earth’s rotational velocity and ⃗𝐹ext describes all forms of
frictional or external volume forces. Thus, the Navier-Stokes equations states the balance
between inertia forces (1), pressure forces (2), gravity forces (3), Coriolis forces (4) and
other forms of forces (5).

• the conservation of mass is described by the continuity equation:

𝜕𝜌
𝜕𝑡 = −∇(𝜌 ⃗𝑣) (4.2)

• and the conservation of energy may be given by an alternative formulation of the first law
of thermodynamics:

𝑄̇ = 𝐶p
d𝑇
d𝑡 − 1

𝜌
d𝑝
d𝑡 , (4.3)

where 𝐶p is the specific heat capacity and 𝑄̇ is the heating rate per unit mass.

In combination with

• the equation of state for an ideal gas:

𝑝 = 𝜌𝑅𝑇 (4.4)
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• and conservation of humidity 𝑞:

𝜕𝜌𝑞
𝜕𝑡 = −∇(𝜌 ⃗𝑣𝑞) + 𝜌(𝐸̇ − ̇𝐶), (4.5)

these seven equations form the basis for every AGCM, where 𝑅 is the ideal gas constant, 𝐸̇ and
̇𝐶 are evaporation and condensation rates respectively.
A common assumption made in the third component of the Navier Stokes Equation 4.1 is the

hydrostatic approximation

𝜕𝑝
𝜕𝑧 = −𝜌𝑔, (4.6)

which can be applied when vertical accelerations and therefore vertical inertia terms in Equa-
tion 4.1 are negligibly small compared to vertical gravity and pressure forces. This is typically
the case when horizontal scales are large compared to vertical scales. In case vertical and hori-
zontal scales are of similar magnitude, non-hydrostatic models (e.g. ICON) consider the entire
vertical momentum equation and resolve non-hydrostatic motions.

Nevertheless, the dynamical equations given above do not form a closed system, since un-
known quantities such as 𝐸̇, ̇𝐶,𝑄̇ or ⃗𝐹ext have to be quantified that rely and are based on physical
processes. The real climate system includes a huge variety of such underlying processes, which
are often times less well understood or proceed on spatial and temporal scales smaller than the
given model resolution. These processes include for instance atmospheric radiative transfer of
shortwave and longwave radiation, microturbulence, cloud and sea-ice formation, as well as
interactions and fluxes between different subsystem in coupled climate systems (e.g. air-sea
fluxes of heat and moisture or wind drag forces on sea ice). In order to account for such pro-
cesses in a simplified way, parametrisations have to be constructed and incorporated, which are
based on empirical observations and physical understanding. Such parametrisations typically
include large amounts of tuning parameters, which generally strongly depend on the model’s
resolution. In order to optimise these parametrisations, the included parameters are typically
adjusted by using observational data [Hourdin et al., 2017].

4.1.2 Coordinates and numerical schemes

For numerically solving the previous nonlinear equations, the most straightforward approach
is to discretise the Earth’s surface into grid points as shown in Figure 4.1b. Generally, there exist
different types of grids, such as regular latitude-longitude grids, triangular grids, icosahedral
grids, as well as nested grids, which allow for higher resolutions in specific regions without
expending computer resources in areas where coarser resolutions are sufficient.
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Figure 4.1: (a) Illustration of the spherical harmonics 𝒴l,m employed as basis functions in global spectral
atmospheric models. Shown is also a higher spherical harmonic (𝑙=63, 𝑚=15) that contributes
to the finest resolution details in ECHAM T63 trunctuation. (b) Quadratic gaussian N48 grid
with 96 latitudes and 192 longitudes corresponding to a spectral T63 trunctuation.

The dominant and most intuitive approach for solving the equations of motion is the finite
difference method, which approximates partial derivatives by differential quotients. In case of
forward differences this has the general form

𝜕𝑋(𝑥, 𝑡)
𝜕𝑡 →

𝑋n+1
j − 𝑋n

j

Δ𝑡 , (4.7)

𝜕𝑋(𝑥, 𝑡)
𝜕𝑥 →

𝑋n
j+1 − 𝑋n

j

Δ𝑥 , (4.8)

where 𝑋n
j is the value of the respective climatic variable at grid point 𝑗 and time step 𝑛.

Modifications of this approach include for example backward or central finite differences
that are computationally more demanding but numerically more stable and precise. As im-
plemented for instance in the Finite Element Sea Ice-Ocean Model (FESOM), an alternative
approach is given by the method of finite elements. This method utilises a set of basis func-
tions that are nonzero inside a respective grid cell and zero elsewhere for solving the system of
partial differential equations [Wang et al., 2014].

A different approach, which is frequently employed in global AGCMs spanning the entire
global domain, is to transform the governing equations to spectral space [Silberman, 1954]. In
this connection, a specific variable 𝑋(𝜆, 𝜑, 𝜂, 𝑡) might be expressed as a truncated series of spher-
ical harmonics

𝑋(𝜆, 𝜑, 𝜂, 𝑡) =
𝑇

∑
l=0

𝑙
∑
m=0

𝜓l,m(𝜂, 𝑡)𝒴l,m(𝜆, 𝜑) =
𝑇

∑
l=0

𝑙
∑
m=0

𝜓l,m(𝜂, 𝑡)𝑃l,m(𝜑)𝑒𝑖𝑚𝜆 (4.9)

where 𝜆 is longitude, 𝜑 is latitude, 𝜂 is height coordinate, 𝑇 is the spectral truncation number,
𝒴l,m are spherical harmonics shown in Figure 4.1a, 𝑃l,m(𝜑) are associated Legendre Functions
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active SWIFT level

Figure 4.2: Illustration of the vertical pressure levels of a hybrid 𝜎-pressure coordinate system over a
mountain ridge with 500 hPa at the hilltop. Shown are the two available vertical resolutions
in ECHAM6 (L47 and L95). The transition from a pure pressure coordinate system to a 𝜎-
coordinate system occurs approximately below 82 hPa. The red area signifies the altitude
range in which SWIFT is active (picture taken and edited from [Schmidt et al., 2013]).

and 𝑚 may be interpreted as a east-west wave number. The spectral coefficients 𝜓l,m(𝜂, 𝑡) can
be obtained from the real grid point representations by first computing a Fast Fourier Trans-
form in zonal direction followed by a Legendre transform in meridional direction. In order to
ensure a highly accurate and efficient computation of the Legendre transform, a Gaussian grid
is commonly chosen as a counterpart in physical grid space (see Figure 4.1b). For a quadratic
Gaussian grid this corresponds to 𝑁 = 4(𝑇+1)

3 nearly equally-spaced Gaussian quadrature lat-
itudes between equator and pole, as well as 4𝑁 equally-spaced longitudes. The resolution in
grid space is constrained by the spectral truncation number 𝑇 corresponding to shortest wave-
length in spectral space. In this respect, computational costs rise rapidly with increasing grid
size, since forward and backward transforms have to be computed at each time step. However,
a main advantage of calculations in spectral space is that spatial derivatives can be calculated
exactly and the partial differential equations therefore reduce to ordinary differential equations.
Especially the calculation of advection terms, which is time-expensive in real grid space, can
be computed much more efficiently after a spectral transform [Machenhauer, 1979]. Therefore,
spectral models compute most of the dynamical core Equations 4.1-4.5 in spherical harmonics
space. Nevertheless, both representations, in grid space as well as in spectral space, generally
have context-dependent computational benefits and disadvantages and may be used differently
in various climate models.

In order to solve the partial differential equation system, sufficient and suitable boundary
and initial conditions are necessary. For this reason, the temporal initial condition includes an
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initial state of the entire atmospheric system, and lower boundary conditions at each time step
(e.g. SST, orography) need to be provided in the spatial domain when employing stand-alone
atmospheric models.

Typical vertical height coordinates are geometric height 𝑧, pressure 𝑝 or terrain-following 𝜎-
coordinate systems. In a hybrid 𝜎-coordinate system, the vertical height levels coincide with
the isobars in upper atmospheric regions, whereas in lower levels a 𝜎-coordinate system is
smoothly merged in. This ensures a terrain-following vertical coordinate system in lower tro-
pospheric regions, as shown in Figure 4.2. The pressure 𝑝𝑖(𝜆, 𝜑) corresponding to the midpoint
of the respective 𝑖-th vertical layer is given in such a hybrid 𝜎-pressure system by

𝑝i(𝜆, 𝜑) = 𝐴i + 𝐵i𝑝s(𝜆, 𝜑),

where 𝑝s(𝜆, 𝜑) is the surface pressure at a given location [Stevens et al., 2013]. This results in
pure 𝜎-levels near the surface (𝐴i = 0,𝐵i ⪅ 1) and pure pressure levels (𝐵i = 0) at higher
altitudes.

4.2 echam

ECHAM is an AGCM developed by the Max-Planck-Institute for meteorology in Hamburg and
is based on the dynamical core of a global forecast model from ECMWF [Stevens et al., 2013].
Since 1987, the original model was mostly extended and improved by including a variety phys-
ical parametrisations over time. As the previous versions, the latest version ECHAM6 consists
of a mixed finite-difference/spectral discretisation of the underlying primitive equations (see
Chapter 4.1.1) and employs a hybrid 𝜎-pressure vertical coordinate system up to 0.01 hPa. Two
vertical resolutions are available, one with 95 (L95) and one with 47 vertical levels (L47), where
the L95 mode provides a finer vertical resolution in the upper troposphere and in the strato-
sphere enhancing the representation of vertical wave propagation. In this respect, different res-
olution setups have been tuned, such as a low resolution setup LR (T63/L47), a medium resolu-
tion setup MR (T63/L95) and a high resolution setup HR (T127/L95). The respective horizontal
spectral trunctuations T127 and T63 correspond to associated Gaussian grids of approximately
1.9∘ and 0.95∘ resolution (see Figure 4.1b). Additionally, a semi-Lagrangian transport model on
a Gaussian grid for tracers (e.g. chemical species) and certain scalar quantities is used. In this
thesis, only data from the MR setup are analysed.

4.3 po l ar sw i f t

Most present climate models, such as many CMIP5 models, utilise prescribed ozone fields.
However, these prescribed fields do not necessarily match the internal dynamics within the
model. For example, there might be situations when values of the prescribed ozone fields that
are normally associated with locations inside the polar vortex, are located outside the model-
internal vortex due to vortex excursions. Moreover, using prescribed ozone does not allow
for a realistic representation of feedback mechanisms between ozone and radiation/dynam-
ics within the model, such as changes of chemical reaction rates due to temperature variations
or enhanced ozone depletion on PSCs in a cooling stratosphere. Such insufficient representation
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of feedback mechanisms, as well as the misalignment between large-scale dynamical structures
and the distribution of ozone, which acts as an important radiative forcing gas (see Chapter 2.6),
may lead to an unrealistic representation of model-internal dynamics.

In order to overcome this typical deficiency of using prescribed ozone fields, chemistry cli-
mate models (CCMs) have been developed, which contain an integrated GCM and solve a huge
set of hundreds of coupled differential equations for computing many chemical species (typ-
ically around 50). CCMs use input parameters (e.g. temperatures) from its integrated GCM in
order to calculate the temporal evolution of several chemical species, which are afterwards re-
turned back to the GCM in order to calculate radiative forcings. Nevertheless, due to the large
amounts of variables and differential equations CCMs are generally computationally very ex-
pensive; consequently, they do not allow for many ensemble simulations.

Therefore, the fast chemistry model SWIFT has been invented, which simulates the strato-
spheric ozone chemistry with a simplified chemistry scheme and operates in ozone layer alti-
tudes between 20–80 hPa (see Figure 4.2) with a time step of one day. Since SWIFT only con-
siders the most essential processes involved in ozone chemistry, it is computationally less ex-
pensive compared to common CCMs. Generally, SWIFT consists of a polar [Rex et al., 2014;
Wohltmann et al., 2017] and an extrapolar model [Kreyling et al., 2018]. For this study, only the
polar model is used.

Polar SWIFT simulates the vortex-averaged mixing ratios of the key species involved in polar
ozone depletion, that is O3, HCl, HNO3, ClONO2 and ClOx (see Chapter 2.6.2). A set of coupled
differential equations representing these most important chemical processes is used to simulate
the temporal evolution of the species within the polar vortex.

The model is driven by daily values of the fraction of vortex area that is cold enough to allow
for the formation of PSCs (FAP), as well as the 24 h average of the fraction of the vortex that
is illuminated by sunlight (FAS). SWIFT assumes that the change of vortex-averaged ozone
mixing ratio O3 is proportional to the amount of vortex-averaged mixing ratio of chemically-
active chlorine ⟨[ClOx]⟩ and FAS

d⟨[O3]⟩
d𝑡 = −𝑑 ⋅ ⟨[ClOx]⟩ ⋅ FAS.

𝑑 denotes a reaction rate coefficient, which is, along with several other reaction coefficients
within the set of differential equations, fitted on five pressure levels to vortex-averaged reaction
rate of the Lagrangian ATLAS Chemistry and Transport Model [Wohltmann et al., 2009].

On the SH, SWIFT is active from May until November and is initialised each May with cli-
matological mixing ratios of the respective gases derived form ATLAS model runs and satellite
measurements. In order to account for changes in the total amount of inorganic chlorine Cly
over recent decades (e.g. due to CFC emissions), initialised mixing ratios of chlorine reservoir
gases HCL and ClONO2 are scaled over time. Outside the polar vortex transient climatologies
containing monthly zonally averaged ozone fields [Cionni et al., 2011] are used, which rely on
satellite observations and polar ozonesonde measurements.

The change of �O3 between two consecutive time steps due to transport by the Brewer-Dobson
circulation is assumed to be proportional to a respective temperature difference Δ𝑇 (plus a con-
stant term). This is motivated by the fact that warmer temperatures inside the polar vortex are
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associated with a stronger Brewer-Dobson circulation, which in turn strengthens the transport
of ozone into the vortex. In order to ensure a realistic interaction between ozone fields and
atmospheric dynamics, SWIFT was coupled to the AGCM ECHAM6.3 for the respective simu-
lations used in this thesis (see Romanowsky et al., 2019). In this respect, temperature fields, as
well as solar angles are passed from the atmospheric model to the SWIFT module.

4.4 mp i - e s m

The Max Planck Institute for Meteorology Earth System Model MPI-ESM [Giorgetta et al., 2013]
is a completely coupled climate model, coupling the AGCM for the atmosphere ECHAM6 with
the Global Ocean/Sea-Ice Model MPIOM. ECHAM is directly coupled to the terrestrial and
biosphere model JSBACH, which considers physical and biogeochemical aspects of vegetation
and soil. The ocean model MPIOM operates on a tripolar grid and is directly coupled to the ma-
rine biogeochemistry model HAMOCC5. All submodels are coupled via the OASIS3 coupler,
which transfers fluxes of energy, water, momentum and CO2 between the different subsystems
and allows for instance for an interactive and realistic representation of the carbon cycle. Cou-
pling between atmosphere-sea ice and atmosphere-land processes occurs on the atmospheric
time step, whereas coupling of the ocean with atmosphere and land occurs once a day. When
employing the MR-resolution setup, the ocean model operates on a 0.4∘ tripolar grid with a
time step of 60 minutes, whereas the atmospheric model ECHAM operates with a time step of
7.5 minutes.

4.5 eva luat i on of model s

In order to assess the capability of state-of-the-art climate models (especially that of the AGCM
ECHAM) to simulate recent spatial and temporal characteristics of the AAO, data from different
model setups are studied. Despite the fact that special focus is placed on including the interac-
tive ozone chemistry model SWIFT, also coupled MPI-ESM runs are analysed. This allows for
a better general assessment of the performance of contemporary climate models.

Therefore, data from four different model setups with differing ensemble sizes are studied
in the upcoming evaluation:

1. Three stand-alone ECHAM6.1-MR ensemble runs for the period 1979–2008 taken from
the Coupled Model Intercomparison Project phase 5 CMIP5 database. The ensemlbe simu-
lations differ in the respective initial state only. These simulations follow the guideline of
the Atmospheric Model Intercomparison Project AMIP [Taylor et al., 2012] and therefore
use observed SST and SIE fields as boundary conditions. The analysed ensemble simula-
tions are available from the CMIP5 archive (http://cmip-pcmdi.llnl.gov/cmip5/).
Natural forcing includes changes in the Earth’s orbit and variability in solar irradiance, as
well as variations in natural tropospheric and stratospheric aerosols concentrations. Addi-
tionally, anthropogenic forcing is considered by using prescribed transient fields of well-
mixed greenhouse gases CO2, CH4, N2O and CFCs, as well as of time-varying monthly
zonally averaged ozone fields [Cionni et al., 2011], which were already mentioned in
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Chapter 4.3. ECHAM in MR-configuration operates with a time step of 7.5 minutes and
with a spatial resolution of about 1.9∘.

2. One stand-alone (CMIP5 AMIP-style) ECHAM6.3-MR run for the period 1979–2008 with
same forcing and boundary conditions as in setup 1. Compared to ECHAM6.1, ECHAM6.3
includes some improvements in the cloud and radiation scheme. The run was performed
by Daniel Kreyling at the Alfred Wegener Institude in Potsdam.

3. Three stand-alone (CMIP5 AMIP-style) ensemble runs of ECHAM6.3-MR coupled to SWIFT
for the period 1979–2008. The same forcing and boundary conditions are used as in setup
1. The runs were performed by Daniel Kreyling at the Alfred Wegener Institute in Pots-
dam.

4. Three ensemble runs of the MPI-ESM for the period 1979–2005 in MR-resolution setup.
ECHAM6.1-MR used as the atmospheric component. The data are taken from the CMIP5
database and follow the respective CMIP5 guidelines for the historical simulations [Taylor
et al., 2012]. The same natural and anthropogenic forcings are used as in setup 1. For the
years 2005–2016, the data are complemented with data from the completely RCP45 sce-
nario runs, which continue the three realisations of the historical simulation for the time
period 2005–2100, assuming an additional radiative forcing of 4.5 W

m2 in 2100 compared
to preindustrial times. The analysed ensemble simulations are available from the CMIP5
archive (http://cmip-pcmdi.llnl.gov/cmip5/).
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Figure 4.3: Upper row: zonally averaged ozone mole fractions for various months, calculated from
monthly CMIP5 ozone climatologies over the period 1979–2008. Shown are plots for two
stratospheric SWIFT-levels (left 50 hPa, right 30 hPa). Bottom row: Differences in zonally av-
eraged ozone mole ratios calculated by subtracting the climatology from the ensemble mean
of the ECHAM6.3+SWIFT runs.
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Figure 4.4: Zonally averaged temperatures for various months calculated from monthly ERA-Interim
temperature data over the period 1979–2008 (upper row). Shown are plots for the lower
troposphere (700 hPa, left), the upper troposphere (200 hPa, middle) and the stratosphere
(50 hPa, right). The respective bias plots are computed by subtracting ERA-Interim from the
ECHAM6.3 run (middle row) and from the ensemble mean of the ECHAM6.3+SWIFT runs
(bottom row). Thick black lines indicate regions were 95 % confidence intervals of the bias,
which were computed based on the interannual variability of the time series, do not include
a zero bias.

4.5.1 General assessment of ECHAM-SWIFT

As mentioned in the very beginning, special focus is on the coupled ECHAM-SWIFT model
setup (see Chapter 4.5 setup 3). For this reason it will be first analysed, whether including the in-
teractive ozone module SWIFT to ECHAM6.3 has positive effects on correcting ECHAM-biases
in temperature and zonal wind.
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Figure 4.5: Same as in Figure 4.4, but for zonal wind.

However to start with, Figure 4.3 illustrates differences in zonally averaged ozone mole ratios
between ECHAM6.3-SWIFT and the zonally averaged CMIP5 ozone climatology used in the
other model setups. Shown are plots for various seasons at the 50 hPa and 30 hPa pressure
levels, which are located in the SWIFT-active altitude range (see Figure 4.2).

Obviously, the zonally averaged amount of ozone in mid-latitudinal regions is generally un-
derestimated by the SWIFT simulations compared to the climatology. Contrary in late austral
summer and austral spring, ozone mixing ratios over polar regions at 30 hPa exceed those in
the climatology. This discrepancy between polar and mid-latitude regions could be attributed
to asymmetries of the vortex, as excursions of an unstable polar vortex are generally associated
with warmer temperatures and therefore higher vortex-averaged ozone amounts. Additionally,
the parametrisation of the ozone transport by the Brewer-Dobson circulation might transport
too much ozone into the polar vortex during austral spring.
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Figure 4.6: Taylor diagram (see Appendix B.4) for the leading EOF patterns computed from geopoten-
tial height anomalies 𝑧′

700 at the 700 hPa pressure level. Left: stand-alone atmosphere runs
ECHAM6.1/6.3 and ECHAM6.3-SWIFT (setups 1,2,3). Right: coupled MPI-ESM-MR runs and
stand-alone atmosphere runs ECHAM6.1/6.3 (setups 1,2,4). Different colors indicate differ-
ent model setups and different symbols signify different seasons.

Figure 4.4 indicates a slight reduction in temperature biases during austral spring season
(where SWIFT is active) in polar stratospheric regions at 50 hPa when using ECHAM6.1 coupled
to SWIFT instead of ECHAM6.3 stand-alone (see Chapter 4.5 setup 2). This bias reduction can
however hardly be termed significant due to the strong interannual variability in this season.
This is indeed quite surprising, since SWIFT tends to yield on average too much ozone in austral
spring over polar regions (see Figure 4.3) and these larger ozone abundances would normally
contribute to an additional heating of the stratosphere. The strong negative temperature bias
of ECHAM6.3 near the tropopause is not affected by SWIFT.

As shown in Figure 4.5, biases of tropospheric zonal winds seem to be unaffected by SWIFT
as well. Nevertheless, a reduction of the easterly zonal wind bias can be observed during austral
spring in the stratosphere when coupling SWIFT to ECHAM. This is in good agreement with the
temperature bias reduction in polar regions during this season (see Figure 4.4) that increases the
meridional temperature gradient between mid- and high-latitudes and therefore contributes to
a westward shift of the mean zonal wind.

4.5.2 Simulated Antarctic Oscillation patterns

This section compares the AAO patterns calculated from the model simulations with the reanal-
ysis pattern. For this reason, Figures 4.6 and 4.7 show the respective Taylor diagrams (see Ap-
pendix B.4). The leading EOF and the corresponding 1st PC times series for the different model
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Figure 4.7: Same as in Figure 4.6, but for the leading EOF patterns calculated from geopotential height
anomalies 𝑧′

50 of the 50 hPa pressure level.

simulations were calculated for geopotential height anomaly fields (𝑧′
700 and 𝑧′

50) according to
the same procedure already applied in Chapter 3.3.

Figure 4.6 depicts a Taylor diagram that compares the leading tropospheric (𝑧′
700) EOF model

patterns with the reference reanalysis pattern. The corresponding tropospheric patterns for
each respective model run are shown in Appendix A.2. As it can be noticed in Appendix A.2,
the main reason for the reduced model correlation coefficient in the Taylor diagram 4.6 mostly
stems from the models’ deficiency in simulating the mid-latitudinal centres of action. Moreover,
the models tend to produce too zonally symmetric variability patterns in the mid-latitudes
compared to the reanalysis. Additionally, the tropospheric pole of variability over Ross and
Amundsen Sea, which is observed in the reanalysis pattern in MAM and SON, is mostly absent
in the model simulations. This leads to less similarity between tropospheric model and reanal-
ysis pattern in austral autumn and austral spring compared to other seasons. Generally, the
models tend to overestimate the explained variance, as well as the dynamical amplitude (pat-
tern standard deviation) of the tropospheric AAO. Especially the polar centre of action is more
pronounced compared to the reanalysis.

Figure 4.7 shows the Taylor diagram for comparing the model-based stratospheric (𝑧′
50) lead-

ing EOF pattern with the reference reanalysis pattern. The corresponding stratospheric patterns
for each respective model run are shown in Appendix A.3. Obviously, all model setups reveal
problems in reproducing the asymmetric and wave-distorted variability pattern in MAM and
JJA (see Appendix A.3). This is indicated by the reduced pattern correlation coefficients in the
Taylor diagram. Nevertheless, a closer investigation of the model patterns in MAM and JJA (see
Appendix A.3) shows that the models basically simulate the distorted variability pattern, how-
ever arbitrarily rotated around the pole by up to 90∘. This may indicate an insufficient repre-
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Figure 4.8: Summary of simulated trends of the standardised AAOI time series from different model sim-
ulation for all seasons. The standardised AAOI time series and the respective confidence inter-
vals were calculated according to the same procedure applied in Chapter 3.3. Green errobars
indicate significant trends when the respective errorbar does not cross the zero line. Red er-
rorbars signify non-significant trends. In order to additionally account for the actual strength
of the model trends, the original standardised leading PC time series were multiplied by the
respective pattern standard deviation before estimating trend slopes and confidence inter-
vals. The corresponding standardised time series are shown in Appendix A.2 and A.3.

sentation of vertical wave propagation and troposphere-stratosphere coupling processes within
the models. As it can be derived from Figure 4.5, no significant turns from westerly to easterly
winds, which would potentially reflect or suppress vertical wave propagation (see Equation
2.4), are observed in the model simulations in the lower atmosphere during MAM and JJA. Gen-
erally, the symmetric stratospheric patterns in DJF and SON are on average better reproduced
by the models than the asymmetric patterns in JJA and MAM. The suggested dipole pattern be-
tween Cape Horn and East Antarctica in MAM (see Chapter 3.3.2) is consistently simulated by
the models. This motivates a real physical mechanism beyond this observed pattern, instead
of barely being a statistical artefact. With the exception of austral summer, the models gener-
ally tend to overestimate the stratospheric patterns’ standard deviations. This could be linked
to the positive stratospheric temperature biases in MAM, JJA and SON (see Figure 4.4). During
theses seasons, overestimated stratospheric temperatures in the models can generally be asso-
ciated with an overall weaker, and therefore less stable polar vortex, which might exhibit larger
variability between different years.

Overall, it is hard to identify any clear differences between different model setups, especially
due to the relatively large spread between different ensemble simulations. As the tropospheric
AAO is an inherent feature of atmospheric dynamics (see Chapter 2.7.2), the fully coupled
MPI-ESM runs do not show any significant improvements in the troposphere, but neither in the
stratosphere as well. Aiming to improve the interaction between stratospheric chemical pro-
cesses and dynamics by including SWIFT does not show any enhancements in simulating the
spatial patterns of variability.
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Figure 4.9: Same as in Figure 4.8, but only for 𝑧′
700 and for different seasons. The corresponding stan-

dardised 1st PC time series are shown in Appendix A.2.

4.5.3 Simulated Antarctic Oscillation trends

In this section, the long-term progressions of the leading PC time series estimated by linear
trend analysis are summarised for the model simulations (see Figures 4.8–4.10). Since only up
to three ensemble members were available for each respective model setup, the trend and the
respective confidence intervals were calculated according to Appendix B.2 for each ensemble
member individually, instead of taking ensemble means. In order to additionally account for
the actual strength of the model trends, the original standardised leading PC time series were
multiplied by the respective pattern’s standard deviation before estimating linear trend slopes
and confidence intervals. The corresponding standardised leading PC time series of each respec-
tive ensemble run are shown in Appendix A.2 and A.3.

Figure 4.8 summarises the linear trends of the AAOI for 𝑧′
700 and 𝑧′

50 in case where all season
were pooled together before applying the EOF analysis. Obviously, the positive tropospheric
linear trend over recent decades observed in the ERA-Interim data is reproduced by less than
50 % of the model runs. Due to the large spread between different ensemble members, no pre-
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Figure 4.10: Same as in Figure 4.8, but for 𝑧′
50 The corresponding standardised 1st PC time series are

shown in Appendix A.3.

ferred model setup is identifiable that simulates the observed positive tropospheric AAO trend
consistently. Contrary, the observed positive trend in the stratosphere is simulated by nearly all
simulations. Compared to the reanalysis, the stand-alone atmosphere runs tend to overestimate
the strength of the linear stratospheric trend, whereas the coupled MPI-ESM simulations rather
underestimate the observed trend. Especially SWIFT does not show any enhancements in sim-
ulating recent long-term progressions of the tropospheric AAO, which were expected due to
potential improvements in troposphere-stratospheric interactions when including interactive
ozone chemistry.

The summary of seasonal tropospheric AAOI trends in Figure 4.9 shows that the models
are generally not able to reproduce the observed tropospheric trends in DJF and MAM. Only
three model runs significantly simulate the observed positive linear trends respectively, and
the spread between different ensemble members is large. In accordance with the reanalysis
data nearly all model simulations do not produce significant unrealistic AAO trends in JJA and
SON.
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Figure 4.11: Correlation map between the tropospheric (𝑧′
700) leading PC time series and monthly mean

temperature anomalies 𝑇′
700 (upper row) and zonal wind anomalies 𝑢′

700 (bottom row) at
700 hPa for ERA-Interim, ECHAM6.3 and ECHAM6.3-SWIFT. All time series have been lin-
early detrended before computing the correlation.

As shown in Figure 4.10, the stratospheric positive trend in DJF is reproduced in more than
half of the model simulations, whereas a significant trend in MAM is mostly absent. This may
show that the models are capable to simulate the time-delayed impacts of recent springtime
ozone losses on the stratospheric summer circulation very well (see Chapter 3.3.2).

However, that the models are overall able to reproduce recent stratospheric, but no tropo-
spheric trends in austral summer indicates a potential deficiency in representing troposphere-
stratosphere interactions realistically.

4.5.4 Correlation maps

In order to finally study the model-internal alignment between the tropospheric AAO and other
climatic fields, Figure 4.11 depicts correlation maps between the leading PC time series and
temperature anomalies 𝑇′

700, as well as zonal wind anomalies 𝑢′
700 at 700 hPa, respectively. The
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shown correlation maps for ERA-Interim, ECHAM6.3 and ECHAM6.3-SWIFT considered all
months of a year.

The ERA-Interim 𝑇′
700 correlation map shown in Figure 4.11 (top) indicates a cooling over

Antarctica and a warming over the oceans in mid-latitudinal regions in association with a pos-
itive AAO phase, which was already noted in Chapter 2.7.1. The correlation pattern strongly re-
sembles the shape of the corresponding leading EOF pattern. The ECHAM6.3 and ECHAM6.3-
SWIFT model simulations basically reproduce the reanalysis correlation pattern, with more
symmetric shapes in mid-latitudes however. The shift of the westerly wind belt towards Antarc-
tica associated with a positive AAO phase in the reanalysis data, is consistently present in the
chosen model simulations as well (see Figure 4.11 (bottom))

In conclusion this motivates that the large-scale pattern of the AAO in model simulations may
be used as a potential predictor for different climate variables in order to assess future climate
change.
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This thesis examined characteristics of the tropospheric and stratospheric Antarctic Oscillation
(AAO) in reanalysis and climate model data, such as recent trends, its spatial patterns and inter-
annual variability.

In Chapter 3.3, the method of Empirical Orthogonal Function (EOF) was applied to ERA-
Interim geopotential height anomaly fields in order to study the dominant pattern of extratrop-
ical atmospheric variability over the SH. In this respect, analysis of ERA-Interim tropospheric
𝑧′

700 anomaly fields showed that the AAO is characterised by a see-saw of pressure anomalies
between mid- and high-latitudes. However, the associated EOF patterns were characterised by
zonal asymmetries in mid-latitudes. In accordance with previous studies [Fogt et al., 2009;
Ding et al., 2012], an overall trend towards more positive AAO polarities could be detected by
analysing the respective leading tropospheric PC time series. On seasonal time scales, these pos-
itive trends were significantly pronounced in austral summer and austral autumn. In austral
summer this trend might be attributed to the time-delayed downward propagation of strato-
spheric signals induced by springtime ozone loss. As stated in Chapter 2.7.1, variations in the
tropospheric AAO polarity are strongly related to meridional shifts of the westerly wind belt,
regional cooling and warming, meridional heat fluxes, as well as to other climate components
on the SH. Therefore, recent climate trends in the SH can obviously be related to the positive
trend of the AAO.

Furthermore, the same EOF analysis was carried out for 𝑧′
50 geopotential height anomalies

in order to characterise the dominant stratospheric patterns of variability, which in austral
summer and austral spring appear as zonally symmetric variability pattern around the pole.
However, austral winter and austral autumn reveal more asymmetric and distorted variability
patterns that might be attributed to enhanced vertical propagation of planetary waves in these
seasons. As in the troposphere, positive linear trends of the stratospheric leading PC time series
could be detected in austral summer and austral autumn.

In order to study temporal interannual variability of the tropospheric AAO in more detail,
wavelet transforms of the respective stratospheric and tropospheric leading PC time series were
computed (see Chapter 3.5). However, barely any spectral signals differ significantly from the
corresponding theoretical red-noise spectrum of an AR(1) process.

As already motivated above, the Antarctic Oscillation and its temporal development can be
employed as a helpful indicator for the prediction of future changes in SH’s climate. In order to
assess the reliability of future projections by climate models, the capability of different climate
model setups in simulating recent AAO patterns and trends was studied on seasonal levels. In
this respect, data from different model configurations, all containing the atmospheric general
circulation model ECHAM (MPI-ESM-MR, ECHAM6.1/6.3, ECHAM6.3+SWIFT, see Chapters
4.2–4.5), have been analysed to assess their skills in reproducing trends and patterns of the AAO.
Especially the use of the interactive ozone module polar SWIFT was motivated by different
previous studies, which emphasised the importance of climate-ozone feedbacks [Thompson
et al., 2002; Fogt et al., 2009; Romanowsky et al., 2019]. Nevertheless, the tropospheric (𝑧′

700)
analysis of the different model data revealed that in general the model setups were not able

55
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to reproduce recent tropospheric AAO trends and especially not the asymmetric AAO structure
in mid-latitudes (see Chapter 4.5.3 and 4.5.2). This was however hard to assess, due to the rel-
atively large spread between different ensemble members and would require more ensemble
simulation for meaningful statistics. In contrast to the troposphere, stratospheric (𝑧′

50) trends
of the variability patterns were generally reproduced by most model runs (see Chapter 4.5.3).
This shows on the one hand, that the models are generally capable to simulate the time-delayed
impacts of recent springtime ozone losses on the stratospheric summer circulation very well; on
the other hand, the inability to reproduce the tropospheric trends indicates problems in simu-
lating troposphere-stratosphere interactions realistically—particularly the time-delayed down-
ward propagation of stratospheric signals induced by ozone depletion in springtime. Overall,
the model setups had less difficulties in reproducing the simpler symmetric variability pattern
in austral summer and austral spring, compared to the distorted stratospheric variability pat-
tern in austral winter and austral autumn (see Chapter 4.5.2), as well as to the more complex
tropospheric patterns.

As expected, the coupled MPI-ESM simulations did not yield any significant improvements,
since the tropospheric AAO is assumed to be a result of internal atmospheric dynamics. Apart
from the fact, that interactive ozone chemistry might not play the key role when trying to sim-
ulate the AAO realistically, there might be other reasons why polar SWIFT did not show any
improvements:

• The fact that SWIFT only considers vortex-averaged mixing ratios might be an oversim-
plification in the SH, as the Antarctic polar vortex may be splitted into a well-mixed inner
vortex core and a broad ring of weakly-mixed air near the vortex edge [Lee et al., 2001].

• In contrast to the NH [Romanowsky et al., 2019], the stratospheric polar vortex in the SH
is more zonally symmetric around the pole; therefore, the use of zonally averaged ozone
climatologies in the SH (as done by most CMIP5 models) might even outperform polar
SWIFT, which uses a single vortex-averaged ozone value.

Whether this insufficiency—especially in the troposphere and on seasonal time scales—in sim-
ulating recent trends of the AAO is solely a shortcoming of ECHAM or of other state-of-the-art
atmospheric general circulation model as well, should be addressed in future studies. Although
other ensemble studies [Zheng et al., 2013] suggested improvements of CMIP3 over CMIP5
model experiments, it remains to be seen whether upcoming CMIP6 model simulations per-
form better in simulating the Antarctic Oscillation.

A general deficiency of climate models in simulating recent temporal trends of dominant at-
mospheric variability patterns would raise the question, to what extent they are able to project
future climate change correctly. Due to the high complexity of atmospheric variability patterns,
improvements in simulating their temporal and spatial characteristics might be a slow, but
steady process over the upcoming years. This process may potentially come along with future
optimizations of climate models in their entirety, such as the development of better physical
parametrisations, finer model resolution of small-scale processes or a general better represen-
tations of troposphere-stratosphere processes.
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Figure A.1: Same wavelet transform as in Figure 3.6 but for the detrended 𝑧′
50 leading PC time series.
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a.2 tropos p h er i c a ao pat t erns and t ime s er i e s

The leading tropospheric (𝑧′
700) EOFs and the respective standardised PC are shown for all

model setups, as well as for the ERA-Interim reanalysis. The EOFs and PC time series have been
calculated according to the same procedure described in Chapter 3.3.
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a.3 st r atos p h er i c a ao pat t erns and t ime s er i e s

The leading stratospheric (𝑧′
50) EOFs and the respective standardised PC are shown for all

model setups, as well as for the ERA-Interim reanalysis. The EOFs and PC time series have been
calculated according to the same procedure described in Chapter 3.3.
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BM E T H O D S

b.1 emp i r i cal ort h ogonal funct ion analys i s

Empirical Orthogonal Function (EOF) Analysis is a common and widely used statistical tech-
nique in atmospheric science for analysing data in high dimensional phase spaces and also for
dimensionality reduction. The objective is to structure, to simplify and especially to find in place
of the ordinary original variables 𝑥𝑖(𝑡) a relatively small number of new independent variables
𝑢𝑖(𝑡), which represent as much of the original data sets variability as possible. For this reason, a
new set of orthogonal coordinate axes eu

i instead of the ordinary and often more intuitive axes
ex

i has to be found, in which to examine the data.
The desirable characteristics of the new orthogonal coordinate axes are given in a way that:

• the maximum possible amount of variance or variation within the data set can be ex-
plained along the axis eu

1 (with new coordinates 𝑢1(𝑡))

• the maximum possible amount of remaining residual variance of the data set can be ex-
plained along the subsequent axis eu

2

• and so forth for the remaining axis eu
i ,

subjected to the condition that the new variables 𝑢𝑖(𝑡) are uncorrelated with the variables hav-
ing lower indices.

In contrast to other analysis and transformation techniques, such as Fourier Transforms or
Taylor expansions, in which fixed sinusoidal or polynomial coordinate systems are used, the
coordinate axes eu

i for an EOF analysis have to be identified uniquely for each specific data set.
Due to its wide field of potential applications, EOF analysis is for instance also referred to as
a discrete form of the Karhunen-Loève Transform in signal processing and theory of stochastic
processes, or to eigenvalue decomposition in linear algebra.

b.1.1 Basic principle in two dimensions

The general procedure of EOF analysis can be best visualized and illustrated in the two-dimensional
case. For this reason, we will consider a two-dimensional phase space with two variables 𝑥1 and
𝑥2 measured simultaneously at certain times, which for instance may be associated with two
temperature measurements at two different locations. In Figure B.1, the two variables 𝑥1 and 𝑥2
reveal a strong positive correlation. Instead of using the original coordinate system ex

1 and ex
2,

which are associated with the two variables 𝑥1 and 𝑥2, this system could be rotated in order to
obtain a new system with variables 𝑢1 and 𝑢2 and with new orthogonal coordinate axes eu

1 and
eu

2 . As depicted in Figure B.1 (right), displaying the data set in the new 𝑢-coordinates shows
that most variance or spread of the data set is represented along axis eu

1 . The small amount of
residual variance is explained along the orthogonal axis eu

2 .
Thus it is obvious, that the initial 2-dimensional structure of the data set can be reduced to a
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Figure B.1: Illustration of the basic principle of an EOF analysis: A data set initially represented in an
intuitive 𝑥-coordinate system may be examined in a new coordinate system with axes eu

1 and
eu

2 and variables 𝑢1 and 𝑢2. Most variance is represented along eu
1 and th small amount of

residual variance along eu
2 .

1-dimensional perspective by only considering the new variable 𝑢1; however, at the expanse of
loosing a certain amount of information about the data set.

b.1.2 Extension and generalisation to higher dimensions

EOF analysis reveals its greatest power, when it comes to analysing high dimensional data sets,
which are rather hard to visualize and to structure due to the large number of given variables
𝑥𝑖 [Wilks, 2006; Kidson et al., 1975]. For this reason, the previous considerations might be ex-
tended and quantified to higher N-dimensional phase spaces, which is the general case for a
time series of climatic variables 𝑥 (e.g. sea surface temperature, pressure) defined on 𝑁 grid
points around the globe and measured at 𝑇 different times 𝑡𝑘. The climatic variable 𝑥 at a spe-
cific grid point 𝑖 = 1, ..., 𝑁 at time 𝑡𝑘 (𝑘 = 1, 2, ..., 𝑇) is denoted by 𝑥𝑖(𝑡𝑘) and shall be represented
in the new coordinate system eu

i . This may be summarized at time 𝑡𝑘 in vector notation as

x(𝑡𝑘) = (𝑥0(𝑡𝑘), 𝑥1(𝑡𝑘), ..., 𝑥𝑁(𝑡𝑘)) =
𝑁

∑
𝑖=1

eu
i 𝑢𝑖(𝑡𝑘).

The native and most intuitive 𝑁 basis vectors are given by ex
1 = (1, 0, 0, ..., 0), ex

2 = (0, 1, 0, ..., 0)
with respective coordinates 𝑥1(𝑡𝑘), 𝑥2(𝑡𝑘) and so forth.

For identifying the axis eu
1 , along which the corresponding projected variance

𝜎2
1 =

eu
1Sxeu

1
𝑇

eu
1eu

1
𝑇 (B.1)

is maximised (see Chapter B.1), the covariance matrix Sx of the 𝑁-dimensional time series x(𝑡𝑘)
has to be calculated, which components are defined as

𝑆𝑥
𝑖𝑗 = E[(𝑥𝑖(𝑡𝑘) − 𝜇𝑖)(𝑥𝑗(𝑡𝑘) − 𝜇𝑗)]. (B.2)
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𝜇𝑖 denotes the expectation value in time at grid point 𝑖, E[...] is the temporal expectation value
and the 𝑥-index signifies that the matrix is given in initial 𝑥 coordinates.

It points out that the variance 𝜎1, which is defined by the so called Rayleigh quotient in
Equation B.1, is maximised by the eigenvector of the covariance matrix Sx corresponding to its
largest eigenvalue.Therefore, the axis eu

1 is given by the eigenvector of the covariance matrix Sx

corresponding to its largest eigenvalue and the subsequent desired new coordinate axes eu
i are

given by the subsequent eigenvectors of Sx.
The corresponding new time dependent variables 𝑢𝑖(𝑡𝑘) are related to the new basis vectors

eu
i and the original variables 𝑥𝑖(𝑡𝑘) by the projection relation

𝑢𝑖(𝑡𝑘) = eu
i x(𝑡𝑘) =

𝑁
∑
𝑗=1

𝑒𝑢
𝑖𝑗𝑥𝑗(𝑡𝑘). (B.3)

As the covariance matrix Sx is symmetric, its eigenvectors and consequently the new coordi-
nate axes eu

i are orthogonal as required and its eigenvalues 𝜆𝑖 are real.
Transforming a symmetric covariance matrix into a representation in its Eigenbasis always

implies that the resulting matrix is diagonal. For this reason, represented in the new rotated
coordinate system eu

i (or Eigenbasis), the covariance matrix Su has the form

Su =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

𝜆1 0 … 0
0 𝜆2 … 0
⋮ ⋮ ⋱ ⋮
0 0 … 𝜆𝑁

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

.

As the off-diagonal entries are zero, the new variables 𝑢𝑖 are uncorrelated with each other.
Furthermore, the respective real-valued eigenvalues 𝜆𝑖 characterise the fraction of explained

variance 𝑅2
𝑖 along an axis eu

i , which is given by the ratio of the respective eigenvalue 𝜆𝑖 to the
total variance

𝑅2
𝑖 = 𝜆𝑖

𝑁
∑
𝑗=1

𝜆𝑗

. (B.4)

The new variables 𝑢𝑖(𝑡𝑘) are commonly called 𝑖-th Principal Components (PC) and the respective
coordinate axes eu

i are called 𝑖-th Empirical Orthogonal Functions (EOF).
Since vectors of different magnitude, which are aligned into the same direction might act as

eigenvectors of the correlation matrix Sx, there exist different scaling conventions for the EOFs
and the corresponding PCs. For analyses in this thesis, the EOFs will be defined in a way that
the respective PC time series have unit variance.

As EOFs are generally computed from a finite set of data, the calculated EOFs are generally
subjected to sampling errors and their true population counterpars are not known. In this re-
spect, North et al., 1982 established the rule of thumb that when a group of true population

eigenvalues lie within the sampling errors 𝛿𝜆𝑖 ∼ 𝜆𝑖√ 2
𝑁 of each other, then the sampled EOFs eu

i
associated with 𝜆𝑖 are random mixtures of the true population EOFs.
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It is important to bear in mind that due to the linear character of standard EOF analysis, this
method is mostly suitable for detecting linear structures in the data, whereas for identifying
potential nonlinear structures within the data set a huge variety of techniques. Such nonlinear
methods include for instance nonlinear Principal Components Analysis [Monahan, 2000] or Self
Organising Maps, which are however often hard to interpret [Mori et al., 2016].

b.2 t r end a nd s i gn i f i cance s

For estimating the slope of a linear trend of a time series 𝑥(𝑡𝑘) observed at 𝑁 time steps 𝑡k, the
non-parametric, unbiased and robust Theil-Sen estimator

𝑚 = median ⎛⎜
⎝

𝑥k − 𝑥j

𝑡k − 𝑡j
⎞⎟
⎠

for all pairs of 𝑘, 𝑗 = 1, ...𝑁 with 𝑘 > 𝑗 (B.5)

is used, which estimates the slope as the median of all slopes between paired values.
Since many time series analysed in this thesis do not fulfill certain assumption making the

ordinary least-squares estimator an efficient estimator of the true population slope, the Theil-
Sen estimator is preferred, since it is less sensitive to outliers, to a skewed or non-Gaussian
distribution of residuals, as well as to violations of the homoscedasticity assumption.

For assessing whether the fitted trends are reliable and not a random result of variability, con-
fidence intervals were constructed by employing a bootstrap resampling approach. Initially, the
best-fit line with Sen’s slope estimator 𝑚̄ was computed and the 𝑁 residuals were kept. After-
wards, 𝑁 values from the residuals were randomly selected with replacement and added to
the original best-fit line of the original data. Then, the trend 𝑚 was re-estimated for the newly
created time series of length 𝑁. This procedure was repeated 5000 times and the standard de-
viation 𝜎m of trend slopes 𝑚 was calculated .

A trend is now termed ”significant” (meaning significantly different from a zero trend) if a
zero trend does not fall within the computed 95 % confidence interval (𝑚̄ ± 1.96𝜎m), assuming
that the underlying bootstrapped probability distribution 𝑝(𝑚) is Gaussian. This definition of
significance is equivalent to a Z-test, which rejects the null hypothesis (trends are distributed
according to the bootstrapped probability distribution 𝑝(𝑚)) on a 5 % significance level.

b.3 wav e l e t t r a ns form

Ordinary frequency analysis of time series usually employs Fourier Transforms. On the one
hand, this technique results in a perfect frequency resolution but on the other hand, provides
no temporal resolution—that is, the information at which specific times step or time interval a
certain frequency is detected in the time series. This drawback of standard Fourier Transform
is a consequence of the fact that the signal is decomposed into sine and cosine waves. Such
waves can perfectly be scaled in the frequency domain but have however an infinite extent and
allow for no localisation in the time domain. A straightforward remedy for this insufficiency
is the Short-Time Fourier Transform (STFT), which simply divides the original time series into
shorter segments of equal length and computes the Fourier Transform separately for each seg-
ment. The uncertainty principle Δ𝑡Δ𝜔 ≥ 1

2 constrains the simultaneous resolution of time Δ𝑡
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and frequency Δ𝜔 . Generally, within the low frequency range higher resolutions in frequency
are commonly desired at the expanse of coarser time resolution—and vice versa for higher fre-
quencies.

Since STFT uses segments of equal length, the implied temporal resolution for low and high
frequencies remains constant. Therefore, a popular and more elegant extension to this method
is the so-called wavelet transform, which has a wide range of potential applications, for in-
stance in image compression, signal processing or atmospheric science [Torrence et al., 1998].
The wavelet transform [𝑊Ψ𝑥(𝑡)](𝑎, 𝑏) of a time series 𝑥(𝑡) is given by

[𝑊Ψ𝑥(𝑡)](𝑎, 𝑏) = 1
√|𝑎|

∞
∫

−∞
Ψ (𝑡 − 𝑏

𝑎 )𝑥(𝑡)d𝑡, (B.6)

where the overbar denotes the complex conjugate. Instead of sine and cosine basis function,
that transform employs wavelets Ψ ( 𝑡−𝑏

𝑎 ), which can be considered as wave packets that can
be shifted in the time domain by varying parameter 𝑏. Altering scaling parameter 𝑎 may lead
to compression of the wavelet, which implies the desired property of better localisation in
time for higher frequencies. Contrary, wavelet-stretching results in lower frequencies and a
coarser resolution in time. In order to guarantee that the corresponding frequency-time domain
can be reconstructed form shifting and scaling parameters of the computed wavelet transform
[𝑊Ψ𝑥(𝑡)](𝑎, 𝑏), the wavelet Ψ(𝑡) requires being a quadratically integrable function with finite
energy

∞
∫

−∞
|Ψ(𝑡)|2d𝑡 < ∞. (B.7)

Additionally, it has to fulfill the admissibility condition

2𝜋
∞
∫

−∞

|Ψ̂(𝜔)|2
𝜔 d𝜔 < ∞, (B.8)

which ensures zero mean ∫∞
−∞ Ψ(𝑡)d𝑡=0 and vanishing zero frequency component Ψ̂(𝜔=0)=0

in the wavelet’s Fourier transform Ψ̂. Under these conditions, shifting and scaling parameters
(𝑎 and 𝑏) of the computed wavelet transform [𝑊Ψ𝑥(𝑡)](𝑎, 𝑏) can be used to reconstruct the cor-
responding frequency-time domain. A popular wavelet Ψ ( 𝑡−𝑏

𝑎 ) frequently chosen for such an
analysis is the Morlet wavelet, which is basically a sine wave windowed by a Gaussian envelope.

A common approach for assessing and comparing time series and their spectra is to consider
an Autoregressive AR(1) model

𝑥t+1 = 𝑟1(𝑥t − 𝜇) + 𝜇 + 𝜀t+1, (B.9)
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which takes into account the lag-1 autocorrelation 𝑟1 and the mean 𝜇. The white noise 𝜀t+1 with
amplitude 𝜎2

𝜀 = (1 − 𝑟2)𝜎x is connected to the variance 𝜎x of the simulated time series 𝑥(𝑡). The
theoretical spectral density of such a process of length 𝑛 is given by

𝑆theo(𝜔) = 𝜎2
𝜀

1 + 𝑟2
1 − 2𝑟1cos(𝜔)

(B.10)

and for persistence parameter 0 ≤ 𝑟1 ≤ 1 a ”red”-spectrum is exhibited with higher frequencies
smoothed out and lower frequencies retained.
For assessing whether the spectral density ̂𝑆(𝜔) of some time series at a distinct frequency 𝜔
is significantly larger than the theoretical spectral density 𝑆theo of an AR(1) process with same
𝑟1, 𝜇 and 𝜎x, the upper confidence limit is given by [Wilks, 2006]

̂𝑆(𝜔) ≥ 𝑆theo(𝜔)
𝜈 𝜒2

𝜈(1 − 𝛼), (B.11)

where 𝛼 is the quantile of the Chi-squared distribution 𝜒2
𝜈(1 − 𝛼) with 𝜈 degrees of freedom.

b.4 taylor d i agram

Taylor diagrams [Taylor, 2001] are useful tools in order to graphically compare a spatial (model)
pattern 𝑓n with a reference (reanalysis) pattern 𝑟n, both defined on N grid points with 𝑛=1, ..., 𝑁.
In this respect, the relative skill of the models in reproducing the reference pattern is charac-
terised by different statistics:

• The amplitude of the model pattern given by the standard deviation

𝜎f =
√
√√
⎷

1
𝑁 − 1

𝑁
∑
𝑛=1

(𝑓n − ̄𝑓 )2, (B.12)

where ̄𝑓 denotes the mean. The standard deviation 𝜎r of the reanalysis pattern is defined
similarly.

• The centred Root-Mean-Square (RMS) difference between model and reanalysis pattern

𝐸′ =
√
√√
⎷

1
𝑁

𝑁
∑
𝑛=1

[(𝑓n − ̄𝑓 ) − (𝑟n − ̄𝑟)]2. (B.13)

• And the pattern correlation coefficient between both patterns

𝑅 =

1
𝑁

𝑁
∑

𝑛=1
(𝑓n − ̄𝑓 ) ⋅ (𝑟n − ̄𝑟)

𝜎f𝜎r
(B.14)
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Figure B.2: Example and illustration of a Talyor diagram, which simultaneously represents different
statistics by a single dot (𝜎̃f, 𝑅 and 𝐸′) for graphically comparing the resemblance of different
model patterns with a reference reanalysis pattern.

The relationship between these four different statistics may be written as

𝐸′2 = 𝜎2
f + 𝜎2

r − 2𝜎f𝜎rcos(𝑅), (B.15)

allowing in combination with the law of cosine for a convenient simultaneous representation
of all four statistics in a 2-D Taylor diagram by a single dot (see Figure B.2).

When 𝑓n and 𝑟n are normalised such that the reference standard deviation is set to unity
𝜎r = 1, then within the Taylor diagram the radial distance between model point and origin
indicates the relative standard deviation 𝜎̃f = 𝜎f

𝜎r
of the model compared to the reference data.

Thus, the drawn quadrants around the origin indicate levels of constant 𝜎̃f.
The cosine of the angle enclosed by the horizontal axis and the radial line to the model point is
equivalent to the pattern correlation coefficient 𝑅 between model and reanalysis pattern.

Additionally, the centred RMS difference 𝐸′ is directly given by the distance between model
point and reference reanalysis point. Therefore, the green dotted semicircles originating at the
reference point indicate levels of constant 𝐸′.
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AAO Antarctic Oscillation

AO Arctic Oscillation

AAOI Antarctic Oscillation-index

AGCM Atmospheric General Circulation model

AR Autoregressive

AMIP Atmospheric Model Intercomparison Project

CCM Chemistry Climate Model

CFC ChloroFluoroCarbons

CMIP5 Coupled Model Intercomparison Project Phase 5
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EAO East Atlantic Oscillation
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ESM Earth System Model
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NAO North Atlantic Oscillation
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NPO North Pacific Oscillation

PC Principal Component

PNA Pacific North American Oscillation
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PSC Polar Stratospheric Cloud

SAM Southern Annular Mode

SIE Sea Ice Extent

SH Southern Hemisphere

SO Southern Oscillation
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SLP Sea Level Pressure

SST Sea Surface Temperature

STFT Short-Time Fourier Transform
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