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Abstract

The Earth’s climate during the Cretaceous period was characterized by temperatures warmer

than today driven by a high CO2 level. Due to the continuous rise in our atmospheric CO2

concentration since the Industrial Revolution, Cretaceous climate is now of particular

interest as a suitable analog to our future climate changes. Here, the Cretaceous climate has

been investigated using the newly developed AWI-Earth System Model 2(AWI-ESM-2)

with interactive vegetation at different CO2 concentrations. The AWI-ESM-2 employs

coupled sub-models of FESOM with unstructured mesh, the ECHAM running on T63 grid

and a land surface scheme with interactive vegetation dynamics to produce a reasonable

representation of Cretaceous climate and vegetation. The atmospheric CO2 concentrations of

1x, 4x, 6x the PI value (280ppm) with other greenhouse gases (N2O and CH4) fixed at PI

levels were used to run three modeling experiments.

Results obtained indicated a warmer surface temperature and vanishing of sea ice cover at

the two higher CO2 experiments, with the Antarctic summer temperature as warm as 23 oC

and a completely ice free Antarctic continent at the CR_6x simulation. At both CR_4x and

CR_6x simulations, snow presence was seasonally dependent, with upto 25cm snow present

in the high latitudes at both Austral and Boreal winter, indicating seasonal dependency. The

tropics were generally wetter, most especially the summer of CR_6x, while the precipitation

level of Antarctica appears similar. Also, the Antarctic mid-Cretaceous terrestrial ecosystem

seems to be sensitive to CO2 changes, as the coniferous evergreen forest dominated

continent during the CR_1x simulation shifted to a mix of coniferous and extra-tropical

evergreen trees under both CR_4x and CR_6x. Additionally, comparing PI and mid-

Cretaceous simulations at 280 ppmv and 1120 ppmv shows that CR_4x has an average

surface temperature much warmer than PI_4x, especially towards the South Pole.
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These findings are consistent with the idea that a temperate climate in the high latitude of

mid-Cretaceous period requires high CO2 forcing and that permanent ice cannot survive

towards the South Pole with an elevated CO2. The interactive vegetation approach also

confirms the influence of important feedbacks particularly over ice free Antarctica.
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CHAPTER 1

Introduction

The Cretaceous period was the final period of the Mesozoic era, covering about 80Ma (144

– 66Ma, where Ma represents million years before the present date). The climate of this

period was much warmer than today, with proofs suggesting that mean annual temperatures

were 7 – 14 degrees Celsius (oC) warmer than present (Francis et al, 2007; Poole et al, 2005;

Otto-Bliesner et al, 2002) and atmospheric carbon dioxide (CO2) concentrations were 2 to

10 times greater than today (e.g Berner, 1997; Klages et al., 2020). This was termed a

“greenhouse climate”, which resulted in a less varying climate system with lower cycles of

seasonal temperature as well as polar temperature above freezing point, thus leading to a

lower equator-to-pole temperature gradient (Barron, 1983; Sloan & Barron, 1990; Valdes et

al, 1996). Based on proxy records, no significant ice sheet may have existed in this period

and the sea level was about 170 meters higher than today (Miller et al, 2005; Muller et al,

2008; Klages et al., 2020).

Anthropogenic activities in the last two centuries have resulted in a rising level of

atmospheric CO2 concentration, a level currently higher than the 300 parts per million by

volume (ppmvv) maximum (based on measurement of air in ice cores) ever recorded in the

800 kiloyears (ka) before the industrial revolution. There is currently about 416ppmv

atmospheric CO2, 48% more than the ~280 ppmvv in the year 1750, leading to a global

temperature rise of about 1oC in the last 100 years. Despite the difference in the present day

and the Cretaceous boundary conditions and paleogeography, the increasing atmospheric

CO2 concentrations has fueled interests in the significance of understanding the Cretaceous

climate, due to the possibility of the Cretaceous greenhouse conditions reappearing in the

near future (Hay, 2011).

Coupled atmosphere-ocean General Circulation Models (GCMs) are frequently employed to
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simulate the past and present climates, thereby helping us improve our understanding of the

global climate system and offering significant use to our society due to the accelerating

impacts of climate change (Karl & Trenberth, 2003). The coupled atmosphere-ocean GCM

is a simplified numerical model of climate system in a global grid which integrates complex

exchanges between various climate system components in the simulation of paleoclimate,

present climate and future climate projections (Reichler et al, 2008), and most importantly

under different greenhouse gas forcing.

Modelling complex systems means GCMs are prone to model biases. Therefore, there is

sometimes the need for comparison between observational data and other models in a model

assemblage simulation (Edwards, 2011). Increasing complexity and resolution advancement

of climate models has led to the rise of Coupled Earth System Models (ESMs) and more

interests in Integrated Assessment Models (IAMs) that include additional components to the

models (Hannah, 2015). In this framework, the AWI Earth System Model has been used for

the paleoclimate simulation presented here.

1.2 Cretaceous timescale

The Cretaceous is divided into two epochs, the early (145 - 100.5 Ma) and late Cretaceous

(100.5 - 66Ma), which are again subdivided into twelve stages as outlined in Figure 1.1. At

the beginning of the Cretaceous only two large continents were present on earth, Gondwana

in the Southern Hemisphere and Laurasia in the Northern Hemisphere, which were largely

separated by the equatorial Tethys seaway. However, towards the end of the Cretaceous,

there was an accelerated fragmentation of those continents, slowly developing towards the

modern configuration.
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Figure 1.1: Geological timescale showing the Cretaceous Period

(https://stratigraphy.org/ICSchart/ChronostratChart2021-10.pdf)
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During the Cretaceous, total land area was about 20% less than today, especially in the

Northern Hemisphere. As a result, land-sea distribution has been suggested by initial GCM

simulations as a possible reason for the Cretaceous warmth due to discrete land-sea thermal

attributes (Barron & Washington, 1984). These GCM experiments employs yearly mean

climate models with facile energy balance ocean that fails to estimate seasonal changes in

insulation, thereby inhibiting high latitude continental seasonal cycle. However, a similar

influence of Cretaceous paleogeography in relation to high atmospheric CO2 forcing was

proven by other GCM simulations that employed seasonally varying insulation with a 50m

slab ocean model, capturing the seasonal thermal cycle of the ocean mixed layer (DeConto

et al., 2000). Nonetheless, regional paleogeography is highly significant in paleoclimate

simulation due to their contribution to warmer land area next to inland seas of the Eocene

and mid-Cretaceous (Valdes et al., 1996).

1.3 Background study

Otto-Bliesner et al. (2002) simulated the late Cretaceous ocean using the National Centre for

Atmospheric Research Climate System Model (NCAR CSM). The NCAR CSM is a

coupled atmosphere-ocean-sea ice- land surface model (Otto-Bliesner & Brandy, 2001).

They ran an atmosphere and land model for 20 years which was used as initial and boundary

conditions and forcing to the ocean/sea ice spin up, integrated for another 100 years. Both

spin ups were used to initialize a fully coupled atmosphere-land-ocean-sea-ice simulation

with increased CO2 (1680ppmv) integrated for 130years. A comparison of the observed

results to a present simulation with current geography, bathymetry and solar constant,

suggests that the surface ocean, temperature, salinity and circulation was undoubtedly

disparate. The deep water formation of the Cretaceous also differs from the present, with

sinking in North Pacific due to cooling of the warmer and saltier water.

Niezgodzki et al. (2017) modelled the latest Cretaceous climate using the Earth System

Model COSMOS. The model was forced with different CO2 levels to obtain surface

temperatures which were compared to corresponding proxy-based temperature

reconstructions. They observed the most feasible match with the proxy data for
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temperatures simulated with 3 to 5 times PI CO2 level, but there is less correspondence

between the modelled surface temperature and the proxy data on a regional scale.

Higuchi et al. (2021) compared the difference between Present day and mid-Cretaceous

hydrological cycles by simulating a Cretaceous climate with varied CO2 levels in an

atmosphere-ocean GCM, they compared the experiments with a present day simulation and

proxy data of the Cretaceous world. A decrease in East Asia low latitude rainfall was found

during the Cretaceous run, a finding coherent with geological data on mid-Cretaceous

hydrology. On the other hand, the same region experienced an increased rainfall under the

present-day simulation. This reversal was attributed to summer atmospheric circulation due

to exclusion of Tibetan Plateau in the Cretaceous period, therefore showing the significance

of background geographical conditions on climate warming inducing changes of the

regional water cycle.

The structure and function of the Earth ecosystem is affected by atmospheric inputs while

the features of the terrestrial ecosystem ( leaf area index, canopy roughness, and seasonality

of leaf display) influences the global climate through alteration of radiation, momentum,

water vapor and heat related fluxes at or near the Earth surface (DeConto et al, 2000). While

elevated CO2 levels in the atmosphere is mostly agreed to be the predominant factor in the

warming of the planet, the influence of vegetation feedbacks on Cretaceous warmth is now

of interest. Zhou et al. (2012) examined the effect of vegetation on mid-Cretaceous climate

simulation by comparing two high atmospheric CO2 experiment using a fully coupled

atmospheric-ocean GCM from the NCAR’s community climate system model version 3

(CCSM3) with dynamic vegetation component, where the vegetation component of the

coupled model was turned off in one of the simulations. Their studies showed that CO2

induced warming promotes expansion of high-latitude forests, thereby causing more Polar

temperature through lower cloud cover and surface albedo.

The basis of this work is the publication by Klages et al. (2020) where it was suggested that

their reconstructed temperate climate at a latitude of ~82 °S requires a combined

atmospheric CO2 forcing of 1,120 – 1,680 ppmvv and a vegetated land surface without
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major Antarctic glaciation. In this study, the Cretaceous climate has been simulated using

the newly developed AWI- Earth System Model-2 (AWI-ESM-2). The AWI-ESM-2

consists of the FESOM 2.0 with an unstructured mesh CORE2 resolution, the ECHAM6

running on T63 grid, and a land surface scheme (JSBACH) with interactive vegetation

dynamics. This work is aimed at enabling the best reasonable representation of the

Cretaceous climate forced with different atmospheric CO2 concentrations using the AWI-

ESM-2, including terrestrial vegetation dynamics.

1.4 Thesis structure
While the first chapter introduces the basic motivation, the second chapter describes the

AWI-ESM-2 model employed for this study, including its major components and

resolutions. Followed by input boundary conditions, experimental design and tools

employed in running the model and presenting the results in chapter 3. Chapter 4 describes

and discusses the results, which include basic climatic variables like surface temperature,

sea-ice, snow depth and precipitation and the vegetation cover types, with a keen interest on

the Cretaceous Southern high latitude vegetation cover. Chapter 5 gives a conclusion and an

outlook towards possible future investigations.
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CHAPTER 2

Methodology

2.1 Model Description

The AWI-ESM-2 (Fig 2.1) was used in this study to simulate the mid-Cretaceous climate.

The AWI-ESM-2 is an extension of the AWI Climate Model-2.1 (AWI-CM-2.1) (Sidorenko

et al., 2019) with interactive vegetation. This newly developed model includes the

atmospheric component ECHAM6, the ocean and sea ice component FESOM 2.0, and the

land surface module JSBACH, which resolves the vegetation dynamics to ensure vegetation

climate consistency.

AWI-ESM-2 has already been employed successfully in the investigation of the climate of

some other time-periods, such as the Holocene (Shi et al., 2020; Brierley et al., 2020), the

Last Interglacial (Otto-Bliesner et al., 2020; Kageyama et al., 2020a) and the Last Glacial

Maximum (Lohmann et al., 2020; Kageyama et al., 2020b). This study however focuses on

the use of AWI-ESM-2 for simulating the mid-Cretaceous climate for the first time, with

individual descriptions of each model component given hereafter.
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Figure 2.1 Schematic view of the AWI-ESM-2 modeling toolbox

(https://fesom.de/models/awi-esm/)

2.2 The Atmospheric General Circulation Model ECHAM6

The Atmospheric model ECHAM6 is the most recent version of the atmospheric general

circulation model, ECHAM; developed as an improvement to ECHAM6 (Roeckner et al,

2003; Roeckner et al, 2006). ECHAM´s development stemmed from an initial version of the

global numerical weather prediction model at the European Centre for Medium-Range

Weather Forecasts (ECMWF) and has steadily been developed by Max Planck Institute for

Meteorology (MPI-M).

ECHAM6 targets the coupling between adiabatic processes and large-scale circulation,

which are both driven by radiative forcing (Stevens et al, 2013). It is made up of a dry

spectrum-transform dynamical core, a suite of physical parametrizations representing the

adiabatic processes, a transport model for scalar quantities and some boundary data sets for

externalized parameters, such as trace gas and aerosols dispersal. Significant changes

relative to ECHAM5 include: Modification of the radiation schemes to give a better

representation of radiative forcing; the surface albedo representation has also been upgraded,

including the consideration of melt ponds on sea ice; a highly improved representation of

the middle atmosphere as part of the standard model; External data sets describing the

https://fesom.de/models/awi-esm/
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climatological spatial and temporal distribution of aerosol and ozone have been replaced by

transient observation-based data sets extended forward to 2100 and backward to 1850 based

on the representative concentration pathway scenarios developed for the 15th IPCC

Assessment Report (Giorgetta et al, 2013).

ECHAM6 has been configured to operate at five different resolutions.

Version Truncation/Levels Description

CR T031/L47 Instructional purposes (can also run at L31)

LR T063/L47 Default resolution (GR15 ocean land mask)

MR T063/L95 Highly Resolved Middle Atmosphere (TP04 ocean land

mask)

HR T127/L95 Highly Resolution model for exploratory studies

XR T255/L95 Experimental very high Resolution

(Source: mpimet.mpg.de/en/science/models/mpi-esm/echam)

However, only the CR; LR; and MR model have been successfully coupled to the ocean

model for a stable climate production running at atmosphere simulation time steps of

20mins, 10mins, and 10mins respectively.

ECHAM6 is consolidated based on some specified data. The trace gas climatologies are

prescribed based on the description by Schmidt et al. (2012). Details of the aerosol

climatologies are given by Kinne et al. (2013), stratospheric aerosol is adapted from an

extension of the Pinatubo aerosol data set (Stenchikov et al, 1998) and the tropospheric

aerosol is described by a fine and coarse mode with 0.5mm radius of separation. For the

parametrization of the sub-grid orographic drag and wave generation, a comprehensive

information about the sub-grid orography is provided by the Baines & Palmer. (1990). The

land surface and vegetation climatologies follows the CMIP5 Atmospheric Model Inter-
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comparison Project (AMIP) simulation which was run with land-use transition and

prescribed distribution of natural vegetation (Hurtt et al 2011; Remankutty & Foley 1999).

2.3 The Land Vegetation Model JSBACH

JSBACH is the land vegetation component of the Earth System Model, which has been

incorporated into the atmosphere model ECHAM6. JSBACH was developed due to desire to

investigate coupled climate-carbon dynamics. It involves parameterization of physical facets

(heat and water storage as well as atmospheric exchange) and parameterizations depicting

the photosynthetic activity of plants, carbon allocation and storage in soils, soil respiration

and plants (Girogetta et al, 2013).

JSBACH employs the 1/0, memory handling, parallelization, time stepping and calendar

infra-structure of ECHAM (Reick et al, 2021), it also runs on the same grid and time step as

ECHAM (Rast et al, 2013). Every JSBACH grid-box is furnished with a base to illustrate

the multiformity of land cover types within a grid-box, especially the plant functional types

(PFTs). Nonetheless, the JSBACH can still run freely in a stand alone mode with forcing by

simulated or observed meteorological data.

Plant functional types (PFTs) are used in JSBACH to represent the diversity of plants based

on structural, physiological and phenological characteristics. Thus, every PFT is globally

enriched with attributes appropriate to all manner of processes elucidated by the JSBACH

model and the specifications can be found in the land cover type library. There are thirteen

PFTs developed into JSBACH, describing various trees, crops, shrubs, grasses, and pastures.

Eleven of the PFTs (Table 2.1) were used in the model run of this thesis.
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Table 2.1: Plant Functional Types (PFTs) employed in the JSBACH simulations.

PFT index PFT Description

1 Glacier and Tropical Evergreen trees

2 Tropical deciduous trees

3 Extratropical evergreen trees

4 Extratropical deciduous trees

5 Temperate broadleaf evergreen trees

6 Temperature broadleaf deciduous trees

7 Corniferous evergreen trees

8 Corniferous deciduous trees

9 Deciduous shrubs

10 C4 grass

11 Raingreen shrubs

2.4 The Ocean and Sea Ice Model FESOM

The Finite-Element Seaice-Ocean Model (FESOM) is the first full fledged model with a

diverse resolution, which is capable of simulating the ocean extensively. Some FESOM

based research similar to the influence of local dynamics on the global ocean (Hellmer et al.,

2012; Haid & Timmermann, 2013; Wekerle et al., 2013; Haid et al., 2015; Danilov et al.,

2017) found the FESOM backed multi-resolution technique to be outstanding and give way

to probing the influence of local mechanisms on the ocean at large while employing a

moderate computational work (Sein et al, 2018).
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The precise FESOM model used in this study is the FESOM 2.0, it is the newest version of

FESOM developed on the basis of an earlier version, FESOM 1.4, using its sea ice

component, general use interface and code structure (Danilov et al, 2015). The FESOM 2.0

has a new numerical core based on the finite volume method (Danilov et al, 2017). Unlike in

FESOM 1.4; where 3D variables are stored as 1D arrays, adding to more fetching time. As

well as owner model efficiency, due to separate assessment of the vertices of tetrahedral

elements and its derivatives. The FESOM 2.0 has a better numerical efficiency through the

use of 2D data storage for a 3D variable, with vertical and horizontal extents. As a result,

long cycles are separated into external cycles over nodes or elements and internal cycles

over vertical layers. There is also a 2D data of the unstructured mesh that is reused in the

internal cycles, thus, FESOM 2.0 presents a clearly defined fluxes and about three-folds

speed in comparison to FESOM 1.4, thereby making it the first mature unstructured mesh

ocean model with computational efficiency comparable to the state of art structured ocean

models (Scholtz et al., 2019). FESOM 2.0 and ECHAM6 are coupled through the OASIS 3 -

MCT coupler (Sidorenko et al., 2019).

Figure 2.2: ECHAM6 (left) at T63 horizontal resolution and FESOM with 87K grid.

FESOM´s colour coding represents the grid resolution in km. Dark area on T63 grid are area

where land fraction exceeds 50% while light green area those below 50%. (Figure adapted

from Sidorenko et al., 2015).
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CHAPTER 3

Data and Methods

3.1 Input Boundary Conditions & FESOMMesh Resolution

Information about the distribution of sea and the land configuration of a plant during a time

period is required in the investigation of the climatic condition on or around the planet at the

time of interest. The theory of plate tectonics gives such as basis (William, 2017). However,

establishing boundary condition in paleoclimate modelling is often a daunting task,

particularly, a period as far back as the Cretaceous. Hence, the continental configuration

obtained from plate tectonic modelling as well as Orography and Bathymetry of the

Markwick reconstruction is considered in the boundary conditions of this simulations and to

produce our land sea mask FESOM mesh after a slight modification, by expanding narrow

ocean gateways for unhindered flow. The Cretaceous paleogeography is one of the several

available paleogeographies provided by Markwick (2007).

The ocean model FESOM 2.0 uses unstructured grids, putting scaler degrees of freedom at

triangle vertices and horizontal velocity on elements. Fig 3.1 shows the land sea distribution

with depth levels and elevation of the Cretaceous climate model configuration while Fig 3.2

is the land sea mask and FESOM CORE2 mesh resolution used to simulate the Cretaceous

climate. The resolution is increased across the entire Northern and Southern Ocean as well

as the equator, so as to produce a good representation of the main oceanographic processes.
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Figure 3.1 Model input boundary conditions used in simulating the mid-Cretaceous (a)

Bathymetry and (b) Orography. Units in m.
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Figure 3.2 Land sea mask FESOM CORE 2 mesh resolution. Units in km.
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3.2 Experimental Designs & Forcing

A total of five simulations are involved in this study, three runs were carried out based on

Cretaceous simulation using the circulation model AWIESM-2 at low oceanic resolution

(the main focus of this work) and two others experiments based on PI climate, which was

simulated by other colleagues at AWI Bremerhaven using the AWI-ESM-2. The

characteristics of the experiment is given in Table 3.1, where the simulations have been

denoted by abbreviations for easier comparison.

Table 3.1 Main Experiment Characteristics

Experimental Acronym CO2 level (ppmv) Paleogeography Integration time

CR_1x 280 90Ma 1000 years

CR_4x 1120 90Ma 1000 years

CR_6x 1680 90Ma 1000 years

PI_1x 280 1850 500 years

PI_4x 1120 1850 600 years

Three simulations were carried out using the Cretaceous palaeogeography as topographic

boundary conditions.

Due to uncertainty in the Earth´s orbital dynamics for the pre-Cenozoic times, there are no

precise values of orbital parameters (Laskar et al., 2004). Hence, we employed the PI (PI)

solar configurations as well as PI solar construct in the model. The Atmospheric

concentration of other greenhouse gases (CH4 and N20) were also set at PI levels.
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To set up the Cretaceous experiments of different Atmospheric CO2 concentrations

highlighted in Table 3.1, an ocean mesh was first produced (Fig. 2b) using the reconstructed

Markwick topography Markwick (2007). The ocean model was run in a stand-alone mode

for 200years, serving as a base state for the coupled atmosphere-ocean model. The ocean

model was simulated with constant salinity and temperature at the beginning of the run, thus

starting the model from zero movement in the ocean. Followed by the coupled atmosphere-

ocean model, initialized from the ocean only spin up and then integrated for 500 years. The

coupled model was subsequently extended for an additional 500 years till an equilibrium

state was reached, thus, giving a total integration time of 1000years.

The two other PI simulations were based on PI geography using 280 and 1120ppmvv

atmospheric CO2 values while keeping other atmospheric greenhouse gases (CH4 and N2O)

constant in both experiments. The PI solar orbital configuration was also employed. Thus,

the climate sensitivity is based solely on varying CO2 concentrations. Results in this study

represent climatological average values of the 50 years at the end of every equilibrium

integration time.
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3.3 Tools used for the Model

CDOs (Climate Data Operators) are a number of command line operators used to analyse

and manipulate climate model data. The CDO has been developed to have the same set of

processing functions for NetCDF and GRIB datasets in one package and it supports various

grid types. It encompasses basic statistical and arithmetic functions, data selection, sub

sampling tools, as well as spatial interpolation, making it one of the important tools used for

the model.

Ollie is a cluster super computer system at AWI known as Cray CS400. The system has

been installed since 2016. It employs the Intel xeon processor E 5- 2600 v4 (Broadwell)

and intel’s Omni-Path Architecture fabric (hpcwire.com, 2016). Ollie is capable of running

advanced climate and environmental research applications, and detailed numerical

simulations. Ollie was used in this study to run the AWI-ESM-2 with its sub-models.

Figure 3.3 AWI Cray CS400 Supercomputer

(https://www.awi.de/en/science/special-groups/scientific-computing)

https://www.awi.de/en/science/special-groups/scientific-computing
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Mistral is the first petascale supercomputer of the Deutsches Klimarechenzentrum GmbH

(DKRZ), which is a High Performance Computing system for Earth System research

HLRE-3) made up of nearly 3,000 computer nodes, 100,000 computer cores, 240 terabytes

storages and 54 petabytes disk size, thus giving it a top execution level of 3.14 PetaFLOPS.

Membership of a running HLRE project, official access credentials and acknowledgement

of the DKRZ’s information processing systems usage guidelines are required to gain access

to Mistral (dkrz.de/up/systems/mistral).

Figure 3.4: DKRZ Mistral HLRE3 Supercomputer

(https://www.dkrz.de/de/kommunikation/galerie/Media-DKRZ/hlre-3)
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3.4 Ocean Salinity and Temperature

The ocean density is the major factor governing the movement of ocean waters; the density

is in turn controlled by a mix of temperature and salinity. The simulated ocean temperature

and salinity are depicted in Fig 3.1a,b. The temperature decreases polewards while the

salinity is high in subtropical and mid-latitude oceans (25o – 40o) between Eurasia and North

America, with increased values off the west coast of Africa, east coast of South America, as

well as in the central Tethys Ocean.
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Figure 3.1 The simulated (a) Temperature and (b) Salinity. Units are oC and PSU

respectively.
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CHAPTER 4

Results

In this study, the data of five simulations is analyzed. The simulation deviate in terms of

prescribed atmospheric CO2 concentration as well as input boundary conditions. Annual

mean and Seasonal climate parameters obtained from all simulations are discussed on a

global scale with an additional focus of the Antarctic region.

4.1 Annual and Seasonal Variations of the Cretaceous Climate

4.1.1 Surface Temperature

Figure 4.1 shows the time evolution of surface temperature in the Cretaceous simulation

under the three CO2 levels. The CR_1x experiment with 280ppmvv atmospheric CO2 level

shows a stable trend than the other two right from the start of the simulation. However, all

the three simulations stabilized after 600years. At the end of the simulations, the CR_1x

simulation gives an average temperature of 15°C while the CR_4x gives 20°C, which

implies a warming of 5°C, and at CR_6x an average temperature 22°C indicating a further

~2°C increase in warming. Changes in climatic variables of the Cretaceous simulations

based on increasing atmospheric CO2 concentrations forms the basis of most of the analysis

in this chapter. Only the last 50years of the simulations where all experiments have attained

equilibrium is analyzed.

Figure 4.2 shows the simulated surface temperature for the CR_1x, CR_4x and CR_6x

Cretaceous models. For the annual mean as well as for the winter and summer seasons, a

higher CO2 level led to more warming. In the case of annual mean, surface temperature rose

from 33°C in CR_1x to 40°C in CR_4x, increasing by 7°C and further increased by ~3° in

CR_6x. A vivid increase in surface temperature with increasing CO2 is seen in the Northern
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high latitude during the JJA season, this represents the boreal summer and austral winter.

The surface temperature during the JJA season was particularly higher in the central to

southern part of the Eurasian continent, with more than 52oC observed in some locations on

the CR_6x simulation. In similar manner to the annual mean, the least surface temperature

is seen in the CR_1x simulation of the JJA season. Also, during the JJA (Southern

Hemisphere winter), there were significant cooling of Antarctica, in the CR_1x simulation,

with surface temperature of ~-45°C in parts of Antarctica. Australia gained as much as 15°C

in the CR_4x and an additional 9°C in the CR_6x simulation. The Southern Hemisphere

winter (DJF) in 4.2 (g- i) exhibits an opposite pattern to the JJA surface temperatures, with

south America and Africa being the hottest regions, while the Artic of the CR_1x simulation

had very low temperature up to -37°C but warmed up as the CO2 is increased. Antarctica

and Australia had surface temperature of about 23°C in the Southern Hemisphere summer.

In general, tropical surface temperatures were less sensitive to the specified increases in CO2

than high latitudes.
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Figure 4.1: Time evolution of the simulated global average surface temperature for the

Cretaceous geography. The three experiments are specified by the line

colors. Units in Degrees Celcius.
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Figure 4.2: Global Surface temperatures of the Cretaceous climate depicted for annual

and seasonal mean of experiments CR_1x, CR_4x, CR_6x. (a-c) is the

annual mean, (d-f) is the boreal winter, and (g-i) is the boreal summer. Units

are °C.
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Figure 4.3: Antarctic Surface temperatures of the Cretaceous climate depicted for annual

and seasonal mean of experiments CR_1x, CR_4x, CR_6x. (a-c) is the

annual mean, (d-f) is the austral summer, and (g-i) is the austral winter. Units

are °C.
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4.1.2 Snow depth and Sea-ice Cover

The annual mean of snow depth in Fig 4.4(a - c) shows the presence of snow all over

Antarctica for CR_4x, CR_4x and CR_6x, as well as in North Eurasia and North America,

where a peak snow depth of ~0.27m is exhibited beneath the Asian Alaskan land bridge

during the CR_4x simulation. However, a seasonal view reveals the snow depth is only

significant in the winter season of the hemisphere being analyzed. In JJA, the Southern

Hemisphere winter displays snow presence all over Antarctica in all three simulations,

whereas the North America, Eurasia and almost every other continent were completely

snow free, with a very low snow presence in South East Australia. An opposite situation is

displayed during the DJF, the Southern Hemisphere summer, where the whole of Antarctica

and Australia is completely snow free in the high C02 simulations while the low CO2 run,

CR_1x, exhibits a slight snow presence. North America and North Eurasia displays snow

presence with depth close to 0.27m in parts of North America. The simulated Cretaceous

sea-ice cover based on 280ppmv, 1,120ppmv and 1680ppmv CO2 scenario are depicted in

Fig 4.6 (a-i). The increase in atmospheric CO2 concentration of the Cretaceous simulation

causes shrinkage of the ice cover in all scenarios considered (annual mean, March, and

September). The annual mean shows presence of ice cover in the Arctic and some slight ice

also in the west Antarctic waters, the ice cover however reduced in the CR_4x case to the

uppermost part of the Arctic and the already low ice cover in West Antarctica is further

depleted. At a CR_6x level, ice cover in both the Arctic and Antarctica is almost fully

absent. Similarly, no significant ice presence is shown at a CR_6x case in both March and

September, inferring that no permanent ice sheet can survive in the high CO2 mid-

Cretaceous climate.
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Figure 4.4: Global Snow depth for the Cretaceous climate under CR_1x, CR_4x and

CR_6x experiments for annual mean (a - c) and seasonal mean: DJF(d - f)

and JJA (g - i ). Units are m.
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Figure 4.5: Antarctic Snow depth for the Cretaceous climate under CR_1x, CR_4x and

CR_6x experiments for annual mean (a - c) and seasonal mean: DJF(d - f)

and JJA (g - i ). Units are m.
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Figure 4.6: Global Sea ice cover under CR_1x, CR_4x and CR_6x experiments for

annual mean (a - c) and seasonal mean: DJF(d - f) and JJA (g - i ).
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Figure 4.7: Antarctic Sea ice cover under CR_1x, CR_4x and CR_6x experiments for

annual mean (a - c) and seasonal mean: DJF(d - f) and JJA (g - i ).
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4.1.3 Precipitation

The precipitation for the mid-Cretaceous climate simulated for the CR_4xand CR_6x

scenario is subtracted from the CR_1x and presented in Figure 4.8. Overall, the effect of

CO2 increase on the mid-Cretaceous simulations is not easily foreseeable for the

precipitation as in the case of surface temperatures. The annual precipitation increased in the

tropics in the CR_6x - 1x scenario. There was also a slight increase in the high-latitude

precipitation, specifically the North Pacific. The JJA season is significantly wetter with

more precipitation in the CR_6x - 1x scenario than the CR_4x -1x. The tropics are wetter

than all other regions, and the Southern high latitudes are not really affected by the

increased CO2 in both seasons.

The higher precipitation of the CR_6x - 1x around the tropics to South-east Asia and the

North Pacific suggests a probable monsoon with a higher CO2 level in the Northern

Hemisphere summer.
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Figure 4.8 Simulated precipitation anomalies of the Cretaceous climate depicted for

CR_4x and CR_6x relative to CR_1x for annual mean (a, b) and seasonal

mean: DJF(c, d) and JJA (e, f). Units are mm/year.
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4.2 Comparison between AWI-ESM-2 simulations for PI and Cretaceous Climate

4.2.1 Surface Temperature

The Cretaceous simulation employs sea ice configuration, land-sea mask as well as

orography which strongly different differs from the PI simulation. Based on the simulation

results presented for both periods with prescribed CO2 concentration of 280ppmvv in Fig

4.9 and 1,120ppmvv in Fig 4.10. The mid-Cretaceous climate proves to be warmer than the

PI climate, even at same levels of atmospheric CO2.

The continents in both simulations generally exhibits huge temperature differences than the

oceans due to lower heat capacity of oceans as compared to lands, leading to rapid

continental warm up. The most pronounced increased warming is in the austral summer of

the Cretaceous. Thus, a polar stereo-graphic view focusing on the South pole region follows

in Fig 4.11 and 4.12 for atmospheric CO2 of 280ppmv and 1120ppmv respectively.

For the 280ppmv CO2 concentration comparison of PI and mid-Cretaceous experiment is

given in figure 4.9, the Antarctic continent exhibited a seasonal dependent warming/cooling

in the CR_1x experiment unlike the PI_1x where, although, there was a little warming in

Antarctica, it still remained cool, with temperature as less than - 35 0 C. In the Northern

hemisphere, there exist some spatial heterogeneity in the PI control experiment particularly

in Greenland, Boreal summer temperature was cooler in Greenland compared to other land

areas in the Northern Hemisphere as well as distinct cooling above India. The intense

summer warming is displayed in Sahel to Sahara and middle eastern region of the PI climate

while the Cretaceous exhibited similar warming in Central to Southern Eurasia.

A comparison of PI and mid-Cretaceous run with CO2 concentration of 1,120ppmv exhibits

similar pattern to the CR_1x and PI_1x simulations, with a general increase in warming in

both simulations with surface temperature gains as high as 7°C in some regions.
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Figure 4.9: Comparison between Surface temperature of the PI and mid-Cretaceous

Climate depicted for annual and seasonal mean of PI_1x and CR_1x. (a, b) is the annual

mean (c,d) is the winter and (e, f) is summer. Units are oC.
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Figure 4.10: Comparison between Antarctic Surface temperature of the PI and mid-

Cretaceous Climate depicted for annual and seasonal mean of PI_1x and CR_1x. (a, b) is the

annual mean (c,d) is the winter and (e, f) is summer. Units are oC.

.
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Figure 4.11: Comparison between Surface temperature of the PI and mid-Cretaceous

Climate depicted for annual and seasonal mean of PI_4x and CR_4x. (a, b) is the annual

mean (c,d) is the winter and (e, f) is summer. Units are oC.
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Figure 4.12: Comparison between Antarctic Surface temperature of the PI and mid-

Cretaceous Climate depicted for annual and seasonal mean of PI_4x and CR_4x. (a, b) is

the annual mean (c,d) is the winter and (e, f) is summer. Units are oC.
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4.2.2 Snow depth and Sea-ice cover

Spatial maps of the annual and seasonal snow depth mean of the PI and mid-Cretaceous

climate under a CO2 forcing of 280ppmv are shown in figures 4.13 and 4.14. Both time

periods agree that in the DJF season, there’s thicker snow on the land areas close to and in

the Arctic (from ~ 55 0 upward) with the exception of Greenland in the PI_1x (DJF)

simulation where the snow deposit is only present in a few areas, South of Greenland with

other parts of Greenland being snow free and the Himalayas had snow deposit of about

23cm thick, while the Southern Hemisphere during the DJF season had just a slight snow

presence in CR_1x. Closer examination of the Antarctic on Fig 4.14 shows a build-up of

about 2cm thick snow in the center of Antarctica during the CR_1x simulation only.

In contrast to the Boreal winter, the summer season has very small snow accumulation in the

Arctic, approximately 3cm of snow is present in North east Eurasia and North America

during the Cretaceous, same level is also observed in Siberia and Northern Canada during

the PI_1x. However, in the JJA, Southern Hemisphere of the PI_1x is without snow

accumulation but the CR_1x in JJA exhibits snow accumulation all over Antarctica with

about 30cm in some parts and there is an extension of the snow deposit to Southern parts of

Australia and South Africa. The Australian and African continent during the Cretaceous

period were closer to Antarctica than the PI.

The comparison maps of the PI and mid-Cretaceous experiment under forcing of 1120 ppmv

of atmospheric CO2 in Fig 4.15 and 4.16 follows a similar pattern to the CR_1x and PI_1x

experiments, with thick snow in the Arctic during the DJF season. However, the snow

coverage is reduced as the CO2 level in the atmosphere is quadrupled. The Antarctic view in

Fig 4.22 also shows that for DJF, both PI_4x and CR_4x are free of snow accumulation.

For the Sea-ice cover, plots of the mean annual, winter and summer sea-ice concentration

during the simulated PI and mid-Cretaceous climate with CO2 concentration of 280 ppmv

are shown in Fig 4.17. It reveals the presence of Sea-ice in the Arctic at all times of the PI

climate including the northern part of the Caspian sea during the winter season, there is also

large ice concentration in the Cretaceous winter, however, it diminishes in summer,

reducing to only the Arctic ocean. However, Sea-ice in the Austral winter is more
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concentrated in western Antarctica than the east. The 1,120 ppmv atmospheric CO2

concentration employed in the PI and mid-Cretaceous simulation is presented in Fig 4.19.

Unlike the PI_1x case where Sea-ice was present at everywhere in the Arctic, here, it is

completely absent in the summer season of both hemisphere while the concentration during

the winter season is reduced. Although a significant amount of ice was still present in the PI

Arctic, the mid-Cretaceous sea-ice was only concentrated in the shores of North Eurasia. In

Austral winter, sea-ice were concentrated all over the shores of Antarctica in PI_4x but in

reduced concentration while the CR_4x had very small amount of sea-ice in western

Antarctica.
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Figure 4.13: Comparison between Snow depth of the PI and mid-Cretaceous Climate

depicted for annual and seasonal mean of PI_1x and CR_1x. (a, b) is the annual mean (c,d)

is the winter and (e, f) is summer. Units are meters.
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Figure 4.14: Comparison between Antarctic Snow depth of the PI and mid-Cretaceous

Climate depicted for annual and seasonal mean of PI_1x and CR_1x. (a, b) is the annual

mean (c,d) is the winter and (e, f) is summer. Units are meters.
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Figure 4.15: Comparison between Snow depth of the PI and mid-Cretaceous Climate

depicted for annual and seasonal mean of PI_4x and CR_4x. (a, b) is the annual mean (c,d)

is the winter and (e, f) is summer. Units are meters.
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Figure 4.16: Comparison between Antarctic Snow depth of the PI and mid-Cretaceous

Climate depicted for annual and seasonal mean of PI_4x and CR_4x. (a, b) is the annual

mean (c,d) is the winter and (e, f) is summer. Units are meters.
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Figure 4.17: Comparison between seaice of the PI and mid-Cretaceous Climate depicted

for annual and seasonal mean of PI_1x and CR_1x. (a, b) is the annual mean (c,d) is the

winter and (e, f) is summer.
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Figure 4.18: Comparison between Antarctic seaice of the PI and mid-Cretaceous Climate

depicted for annual and seasonal mean of PI_1x and CR_1x. (a, b) is the annual mean (c,d)

is the winter and (e, f) is summer.
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Figure 4.19: Comparison between seaice of the PI and mid-Cretaceous Climate depicted

for annual and seasonal mean of PI_4x and CR_4x. (a, b) is the annual mean (c,d) is the

winter and (e, f) is summer.
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Figure 4.20: Comparison between Antarctic seaice of the PI and mid-Cretaceous Climate

depicted for annual and seasonal mean of PI_4x and CR_4x. (a, b) is the annual mean (c,d)

is the winter and (e, f) is summer.
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4.2.3 Precipitation

The simulated precipitation anomalies (sum over convective and large-scale rainfall) of PI

and mid-Cretaceous experiment with CO2 forcing of 1,120 ppmv relative to 280 ppmv is

shown in Fig 4.24. The anomalies of mean annual, boreal winter (DJF) and boreal winter

(JJA) are considered. Over North America, there is an increased precipitation in the

westernmost part of the PI experiment while the Cretaceous has a dipole of increased

precipitation in the North-western part of the North American continent and a reduced

rainfall in the mid-west. In the South America, there is also a dipole of increased

precipitation in the North to mid-South America during the Cretaceous simulation with a

pronounced boreal winter precipitation in the PI run. There is also a strong monsoon over

India in the PI summer. In contrast to other continents, for the PI experiment, there was no

sign of precipitation on Antarctica in the PI while Cretaceous on the other hand displays a

slight rainfall presence in the Austral summer.

Despite the same level of CO2 forcing in the compared PI and mid-Cretaceous simulations,

there’s more decrease in precipitation anomalies during the Cretaceous period than the PI,

especially in the mid to high latitude. Also, the tropical region of both time periods

exhibited a high precipitation sensitivity, where the Inter-tropical Convergence Zone (ITCZ)

shifted slightly northward during the JJA season of both experiments. The observed mid-

Cretaceous to PI precipitation difference can also be attributed to changes in vegetation

types and geography of the time periods, with a higher topical land to ocean area in the

Cretaceous.
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Figure 4.21: Comparison between simulated Precipitation anomalies of the PI and mid-

Cretaceous climate depicted for the CO2 values of 1,120 ppmv relative to 280 ppmv. (a,b)

is annual mean, (c,d) is the winter mean and (e, f) is the summer mean. Units are mm/year.
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4.3 Cretaceous Vegetation-Climate Interaction

Here, the vegetation distribution resulting from the AWI-ESM-2 mid-Cretaceous climate

simulations are presented. Figures 4.22, 4.23 and 2.44 represent the spatial distribution of

fractions of each pixel of the eleven plant functional types in the simulated experiments

CR_1x, CR_4x, CR_6x, respectively. All three simulations were performed using the same

boundary conditions and initialized with tundra-dominated vegetation. Hence, they only

differ in the concentration of atmospheric carbon dioxide described in chapter 3. In the

CR_1x experiment, the tropics, subtropics, mid-latitudes and high latitudes are dominated

by rainforests, coniferous deciduous trees, extra-tropical evergreen trees and coniferous

evergreen trees. The two other Cretaceous experiments with higher CO2 values (CR_4x and

CR_6x) still have the rainforest as the dominant plant type in the tropics while the coverage

of extra-tropical evergreen trees migrates up to higher latitudes, thus making the Arctic and

Antarctic dominated by a mix of coniferous evergreen trees and extra-tropical evergreen

trees. The subtropics and mid-latitude of CR_4x and CR_6x are both composed of extra-

tropical deciduous trees and coniferous deciduous trees.

Changes in vegetation distribution are related to changes in surface temperatures, a map of

the distribution of dominant Plant Functional Types (PFTs) with corresponding surface

temperature in the Antarctic is presented in Figure 4.25. The result reveal three dominant

PFTs (extra-tropical evergreen trees, coniferous evergreen trees, extra-tropical deciduous

trees) on the Antarctic continent. The three plant types are further presented in terms of the

vegetation cover in percentage (%) (Figure 4.28).

In the CR_1x experiment, an atmospheric CO2 concentration of 280ppmv led to warming

between 0 to 10°C with West Antarctica being the coolest and East Antarctica to Australia

being the warmest part covered to 80% by coniferous evergreen trees of up to 80%

including some coverage of extra-tropical deciduous trees in West Antarctica and extra-

tropical evergreen trees in Australia.

In case of the two high CO2 experiments (CR_4x and CR_6x) there is an increased warming

ranging from ~5 to ~ 23°C and ~10 to ~27°C in the CR_6x experiment, the large increase in
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temperature in the high CO2 experiments provides a sufficient condition for both extra-

tropical evergreen trees and coniferous evergreen trees to thrive in Antarctica. Each of both

PFTs cover about 50% of Antarctica while extra-tropical deciduous tree cover is only

present in small areas of the continent.

4.3.2 Warmest Monthly Mean and Zonal Mean

Figure 4.26 shows the zonally averaged surface temperature (°C) for PI_1x and PI_4x in

three mid-Cretaceous simulations. At Southern high latitudes, all mid-Cretaceous

experiments yield significantly high zonal average surface temperature than the PI

experiments. The zonal surface temperatures in the Southern high latitude increases

simultaneously to the CO2 values in both time periods. However, both CR_1x and PI_1x

show similar level of zonal surface temperature most especially in the southern mid to low

latitude while other three experiments exhibits increase in zonal surface temperature with

increased CO2 concentration in the order PI_4x, CR_4x, and CR_6x. Overall, zonal surface

temperature peaks in the low latitude for all simulations while the lowest temperature

observed for all in the high latitudes, particularly high Southern latitudes. There is a lower

temperature gradient in the high CO2 mid-Cretaceous experiments than the PI, and the

CR_4x and CR_6x exhibits a zonal average temperature above freezing in Antarctica (~76°S)

and the Arctic (~80°N). Remarkable differences between the mid-Cretaceous and PI

experiments can be explained by higher greenhouse gas concentrations, lower ice albedo

feedback, reduced elevation resulting from Greenland and Antarctic ice sheet absence

(Oglesby, 1989), as well as changes in ocean currents and a more southward location of

continents in the Cretaceous palaeogeography. The proxy-based temperature reconstruction

mostly match with the simulated CR_4x and CR_6x.

The warmest monthly mean mid-Cretaceous surface temperature is presented in figure 4.27,

unlike the zonal mean, the WMMT infers warming from the equator to south pole, with a

much lower equator to pole temperature gradient. There is about 7°C drop in the WWMT

between 74°S and 50°S for each of the mid-Cretaceous simulations. The low latitude (~18°S)

experienced the warmest temperature, an average of 16°C warmer than the South Pole.
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The AWI-ESM-2 simulation of the Cretaceous further confirms that the summer surface

temperature of about ~20°Cat 82°S can only be recreated by employing an experiment set up

with atmospheric CO2 concentrations between four to six times the PI levels.

Figure 4.22: Global distribution of each plant type in the CR_1x experiment
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Figure 4.23: Global distribution of each plant type in the CR_4x experiment
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Figure 4.24: Global distribution of each plant type in the CR_6x experiment
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Figure 4.25: Simulated Antarctic Summer surface temperature and vegetation types of the

Cretaceous
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Figure 4.26: Zonal mean surface temperature and of all five simulations (Cretaceous and

PI experiment). Units are °C.

Figure 4.27: Simulated Cretaceous WMMT(dashed lines) and Zonal mean temperatures

(solid line) for CR_1x, CR_4x and CR_6x experiments. Units are °C.
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Figure 4.28: Simulated Cretaceous Summer surface temperature and the three dominant

vegetation types.



59

CHAPTER 5

Conclusion and Outlook

The aim of this master thesis was to investigate the sensitivity of the mid-Cretaceous

climate to different CO2 forcing using the AWI-ESM-2, a coupled atmosphere-ocean-

land model with interactive vegetation.The thesis applies this newly developed model

for simulating deep time climates for the first time.

The simulated mid-Cretaceous climate with different CO2 concentrations suggests that

surface temperature increased simultaneously to the level of CO2, with about 7°C

increase between a 4x PI CO2 scenario and 1x PI CO2 (and another, ~3°C increase in the

CR_6x run). The surface temperature is more affected by the CO2 forcing particularly in

high latitudes at different seasons, with the Antarctic warming to levels as high as ~23°C

in the Southern summer during a 6x PI CO2 scenario. This is close to the findings of

Klages et al., (2020), stating that summer surface air and water temperature of ~20°C at

about 82° South. Such values can only be simulated by forcing the climate with

atmospheric CO2 concentration of 4x to 6x PI levels. In contrast, higher CO2 levels led

to more melting, with the ice cover almost absent in the 6x PI CO2 scenario. In the 1x PI

simulation, ice cover is prominently present in Arctic Ocean in both winter and summer.

Unlike the sea ice, a ~0.25 m thick snow cover exists only during the Austral and Boreal

winter, indicating seasonal dependency. Hence, under a greenhouse climate simulated

for CR_4x and CR_6x, permanent ice masses cannot survive on the Antarctic continent.

The results also suggest more wetness in the tropics during the summer months, as well

as in South East Asia and the North Pacific, likely indicating a monsoonal condition in

the region. Precipitation on the Antarctic continent appears to be unaffected by changing

CO2 concentrations since no significant precipitation changes can be observed.
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This study corroborates previous studies (Klages et al., 2020) as it concludes that

atmospheric CO2 contents of at least 1120 ppmv need to be met for maintaining

reconstructed vegetation during peak Cretaceous warmth. A comparison of the PI and

mid-Cretaceous simulation shows that the CR_4x experiment has an average surface

temperature much warmer than the PI_4x especially towards the South Pole. Implying

that even under the same level of atmospheric CO2, the mid-Cretaceous climate could

still be warmer than a possible quadrupled level of PI CO2 with the present geography.

The coupled atmosphere-ocean-land with interactive vegetation approach in simulating

the mid-Cretaceous climate confirms the influence of significant feedbacks, particularly

over an ice-free Antarctic continent. The Antarctic mid-Cretaceous terrestrial ecosystem

seems to be sensitive to changes in the atmospheric CO2 by shifting from dominant

coniferous evergreen forests in the CR_1x experiment towards extra-tropical evergreen

forest in the 4x and 6x PI runs. Thus, Antarctica was dominated by a mix of coniferous

and extra-tropical evergreen trees under such high CO2 scenarios.

This study confirms the ability of the newly developed AWI-ESM-2 to effectively

simulate deeper time climates especially at high latitudes, it thus reveals high potential

to more reliably estimate the magnitudes of possible future climate change, particularly

in Earth’s high latitude regions.

Also, the expansion of Antarctic vegetation could have contributed to Cretaceous polar

warmth through reduced cloud cover and surface albedo (Zhou et al, 2012) , there could

be more improvement in the climate model to include more explicit scheme for cloud

feedback.

The AWI-ESM-2 can be used to simulate the mid-Cretaceous climate but without

interactive vegetation and then compared to this study to quantify the role of the

vegetation in the Cretaceous warmth simulated in this thesis. In addition the results from

this study can also be compared to others or future coupled atmosphere-ocean models

with interactive vegetation in order to estimate probable model bias.
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Acronyms

AWI-CM: Alfred Wegener Institute Climate Model

AWI-ESM: Alfred Wegener Institute - Earth System Model

CDO: Climate Data Operator

COSMOS: Community Earth System Models

DJF: December–January–February

ECHAM: European Centre Hamburg Model

FESOM: Finite-Element Sea Ice–Ocean Model

GHGs: Green-House Gases

IPCC: Intergovernmental Panel on Climate Change (IPCC)

JJA: June–July–August

MPI-M:Max Planck Institute for Meteorology

NetCDF: Network Common Data Form

PI: Pre-Industrial
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