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ABSTRACT: Coastal upwelling, driven by alongshore winds and characterized by cold sea surface

temperatures and high upper-ocean nutrient content, is an important physical process sustaining

some of the oceans’ most productive ecosystems. To fully understand the ocean properties in

eastern boundary upwelling systems, it is important to consider the depth of the source waters

being upwelled, as it affects both the SST and the transport of nutrients toward the surface. Here,

we construct an upwelling source depth distribution for parcels at the surface in the upwelling

zone. We do so using passive tracers forced at the domain boundary for every model depth level to

quantify their contributions to the upwelled waters. We test the dependence of this distribution on

the strength of the wind stress and stratification using high-resolution regional ocean simulations of

an idealized coastal upwelling system. We also present an efficient method for estimating the mean

upwelling source depth. Furthermore, we show that the standard deviation of the upwelling source

depth distribution increases with increasing wind stress and decreases with increasing stratification.

These results can be applied to better understand and predict how coastal upwelling sites and their

surface properties have and will change in past and future climates.

8

9

10

11

12

13

14

15

16

17

18

19

20

21

2



1. Introduction22

Wind-driven coastal upwelling plays an important role in determining the dynamics and physical23

characteristics of coastal upwelling systems, affecting both the sea surface temperature (SST) and24

biological productivity. Due to the high concentration of nutrients transported by the upwelling25

toward the surface, these coastal upwelling sites are some of the world’s most productive ecosys-26

tems, showing both high primary productivity and ecological biodiversity (Hutchings et al. 1995;27

Chavez and Messié 2009). Despite their biological importance, eastern boundary coastal up-28

welling systems remain poorly modeled by global climate models (Richter 2015), and gaps remain29

in our understanding of what sets the surface ocean properties such as SST and nutrient content.30

Specifically, to fully understand what sets the surface properties of the ocean in and around coastal31

upwelling sites, it is necessary to consider what determines the source depth of the upwelled water32

(He and Mahadevan 2021). In fact, one expects the upwelled water to arrive from more than one33

single depth, and our interest here is in developing an approach to efficiently estimate both the34

mean upwelling source depth and the full distribution of sources from which the upwelled water35

originates.36

In coastal upwelling sites, alongshore winds drive offshore Ekman transport and, by continuity,37

the rise of water from depth along the coastline. Strong upward vertical flow occurs in a narrow38

region near the coast on the same length scale as the Rossby deformation radius. The strong39

offshore Ekman flow is balanced by a weaker and broader onshore return flow below the surface40

Ekman layer. An alongshore coastal jet flows equatorward, in the same direction as the wind, along41

the coastline near the surface. At depth, a poleward undercurrent develops, flowing in the opposite42

direction as the equatorward surface jet. These features of coastal upwelling sites are regularly seen43

in observations (Huyer 1983; Spall and Schneider 2016; Zaba et al. 2020) and realistic simulations44

(Capet et al. 2008). These features were explained using multiple modeling approaches, including45

both idealized linear (Pedlosky 1974; McCreary 1981) and nonlinear (Pedlosky 1978b; Choboter46

et al. 2005) as well as steady (Pedlosky 1978a) and time-dependent (Samelson 2017).47

Furthermore, as isopycnals outcrop near the coast as a result of coastal upwelling, strong fronts48

are generated, and the resulting baroclinic instabilities in the mixed layer lead to submesoscale49

turbulence. These submesoscale eddies then drive a circulation that acts to restratify the upper50

ocean, countering the effects of the wind-driven Ekman circulation (Marshall and Radko 2003;51
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Capet et al. 2004; Thomsen et al. 2021). The strength of the eddy-driven restratification has been52

shown to scale with the horizontal density gradient, mixed layer depth squared, and the inertial53

period (Fox-Kemper et al. 2008). The width of the upwelling zone, where deep waters are advected54

upwards and isopycnals outcrop, is expected to be proportional to the baroclinic Rossby radius of55

deformation (Pedlosky 1978a; Lentz and Chapman 2004; He and Mahadevan 2021). Lentz and56

Chapman (2004) showed that the slope of isopycnals in the upwelling zone was 0.25 𝑓 /𝑁 implying a57

length scale of 𝐿 = 4𝑁𝐷𝑠/ 𝑓 for the width of the upwelling front, where 𝑓 is the Coriolis frequency,58

𝑁 is the stratification, and 𝐷𝑠 is the depth of the mixed layer. Independently, Spall and Schneider59

(2016) showed that the decay length scale for the SST anomaly is 𝜏𝑐𝑝/Γ 𝑓 , where 𝜏 is the wind60

stress, 𝑐𝑝 is the specific heat of water, and Γ is the atmospheric-ocean heat exchange sensitivity to61

temperature difference in W/m2K.62

An extensive body of previous work has explored the dynamics of coastal upwelling sites and63

how the SST relates to the strength of the surface wind stress and the strength of the stratification64

in the ocean (Capet et al. 2004; Chavez and Messié 2009; Spall and Schneider 2016; Miller and65

Tziperman 2017; Zaba et al. 2020). Yet, in spite of substantial work on upwelling dynamics, it is66

still not clear what controls the distribution of source depths of the upwelled waters. Some existing67

studies calculate the mean upwelling source depth and suggest that this source depth may depend68

on the magnitude and spatial structure of the wind stress, the buoyancy gradient (stratification), the69

Coriolis frequency, and the bottom topography (Lentz and Chapman 2004; Song et al. 2011; Jacox70

and Edwards 2011, 2012; He and Mahadevan 2021). Jacox and Edwards (2011) investigated how71

the shelf slope and stratification affect the source depth in a two-dimensional model. They estimated72

the source depth by introducing a single passive tracer with initial conditions that increase linearly73

with depth to diagnose the source depth, and found that a steep shelf slope and weak stratification74

resulted in the greatest source depth. He and Mahadevan (2021, hereafter referred to as HM)75

derived a scaling relationship for the mean upwelling source depth in terms of the wind stress,76

stratification, and Coriolis frequency by considering a balance between the wind-driven overturning77

circulation and the eddy-driven restratification. They validated the theorized relationship using78

three-dimensional numerical simulations with periodic boundary conditions, ignoring the effects of79

bottom topography or a surface heat flux, and estimated the mean source depth using passive tracers80

initialized separately for every model depth level. Notably, the scaling relationship described by81
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HM for the mean source depth had the same functional dependence on wind stress, stratification,82

and Coriolis frequency as a scaling for the depth of the wind-driven mixed layer in the open ocean83

suggested by the simple model described by Pollard et al. (1973).84

Understanding the mean source depth and the source depth distribution requires a different85

modeling approach than used in many prior studies; it is important that the modeling strategy86

allows the source depth to be determined by the dynamics rather than be prescribed. Previous87

studies have typically used one of three approaches for modeling coastal upwelling sites: (1) a88

2-dimensional modeling domain (Lentz and Chapman 2004; Jacox and Edwards 2011, 2012), (2)89

periodic boundary conditions in the alongshore direction (He and Mahadevan 2021; Thomsen90

et al. 2021), or (3) a realistic model configuration requiring boundary conditions prescribed from91

observations (Capet et al. 2004; Song et al. 2011). None of the previous modeling studies of92

coastal upwelling sites have allowed for a statistical steady state to be reached while also allowing93

the source depth to evolve freely. The 2-D modeling studies are limited by not allowing for any94

alongshore variability. Periodic boundary conditions in the alongshore direction allow for some95

alongshore variability and for the natural development of eddies but, along with 2-D models,96

introduce unique problems for modeling coastal upwelling systems. The offshore Ekman transport97

is balanced by an onshore return flow in the ocean interior that is generally considered to be a98

geostrophic current driven by an alongshore pressure gradient (Huyer 1983). However, in both 2-D99

models and models with periodic boundary conditions, no alongshore gradients can develop. One100

solution is to prescribe an alongshore pressure gradient force within a certain depth range in the101

interior, yet this solution prescribes and directly controls the depth of the return flow and may have102

consequences for the upwelling source depth (Thomsen et al. 2021). Due to these constraints, the103

simulations used by Jacox and Edwards (2011, 2012) and He and Mahadevan (2021) were not run104

to a statistical steady state. Realistic modeling studies may be run to a steady state using prescribed105

boundary conditions for temperature, salinity, and inflow/outflow derived from ocean reanalysis106

products; however, these prescribed boundary conditions do not allow the source depth to adjust107

freely.108

To estimate the mean source depth in a given modeling regime, numerous methods have been109

used. Previous approaches include identifying the depth at which the density of surface water110

parcels along the coast matches the initial/offshore vertical density profile (Carr and Kearns 2003),111
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identifying the depth of the strongest return flow (Davis 2010), using passive tracers to track the112

initial depth of water parcels (Chhak and Di Lorenzo 2007; Song et al. 2011; He and Mahadevan113

2021), or using Lagrangian analyses to track the origin of water parcels (Mason et al. 2012;114

Ragoasha et al. 2019). Additionally, beyond the calculation of the mean upwelling source depth,115

it is valuable to be able to calculate the full distribution of depths from which water arrives at the116

surface of the upwelling zone and to predict how it might change in a different climate, because it117

affects both the resulting coastal SST and the distribution of nutrients in the upper ocean. However,118

to our knowledge, no previous work addressed this issue and characterized the full distribution of119

the upwelling source depth.120

In this work, we address three issues related to the source depth of upwelling zones. First, we121

present an idealized numerical modeling approach that enables the evolution of the source depth to122

be freely determined by the model. Our model includes the effects of non-flat bottom topography123

and a surface heat flux, and simulations in this work are run to a statistical steady state. Second, we124

introduce a single passive depth tracer that can be used to accurately and efficiently estimate the125

mean upwelling source depth, including its spatial and temporal variability. We use this tracer to126

investigate the response of the mean source depth to spatially and temporally uniform wind stress127

and linear stratification. We compare the results for the mean upwelling source depth to those128

of previous studies where more restrictive modeling assumptions were made (He and Mahadevan129

2021). Finally, we introduce the idea that upwelling arrives from multiple depths, and to be fully130

described requires estimating the distribution of depth sources that feed the surface water of the131

upwelling zone. We present an approach to estimate this distribution using a set of passive tracers132

forced separately at the boundary for every depth level (somewhat similar to HM, except that they133

used a set of initialized tracers to calculate the mean depth source rather than the distribution of134

depth sources). We characterize the full upwelling source depth distribution and its response to the135

strength of the wind stress and stratification. We quantify the effect of wind stress and stratification136

on the width of the upwelling source depth distribution as measured by its standard deviation. To137

our knowledge, this is the first work to consider the upwelling source depth distribution rather than138

only the mean source depth.139

In the following sections, we begin by describing a numerical model for an idealized coastal140

upwelling region and introducing methods for quantifying the upwelling source depth distribution141
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(Section 2). In Section 3, we first demonstrate that our model is able to recreate known upwelling142

dynamics while allowing the upwelling source depth to evolve freely (Section 3a), then show143

support for previous results for the scaling of the mean upwelling source depth using a single depth144

tracer (Section 3b) and, finally, discuss new results characterizing the full upwelling source depth145

distribution (Section 3c). We discuss and conclude in Section 4.146

2. Methods147

a. Numerical model148

We perform high-resolution, regional ocean simulations of an idealized coastal upwelling system149

using the MIT general circulation model (MITgcm, Marshall et al. 1997a,b; Adcroft et al. 2004;150

Alistair et al. 2018). We model the upwelling system in a rectangular domain on a 𝛽-plane centered151

at 37°N (approximately the midlatitude of the California Current System). The computational152

domain is 600 km (cross-shore, 𝑥) by 1200 km (along-shore, 𝑦) with a maximum depth of 1000 m.153

The horizontal resolution is 2 km, and there are 50 vertical levels ranging in depth from 2.5 m at the154

surface to 75 m at the bottom. An idealized bathymetry that is uniform in the alongshore direction155

with the coastline on the eastern boundary is motivated by the California continental slope and has156

the following functional form:157

ℎ(𝑥) = ℎ𝑚𝑎𝑥

(
1+ tanh

(
𝑥− 𝑥𝑠

𝐿𝑠

))
, (1)

with 𝐿𝑠 = 20 km, 𝑥𝑠 = 35 km, ℎ𝑚𝑎𝑥 = 20 m (Thomsen et al. 2021). No-slip boundary conditions are158

enforced along the sides and bottom of the domain. Salinity is not simulated, and the density varies159

with temperature according to a linear equation of state (thermal expansion coefficient estimated at160

a temperature of 20°C, 𝛼 = 2×10−4 1/K). In the horizontal, mixing is set by a constant biharmonic161

eddy viscosity and diffusivity, which are fixed at 2.5× 107 and 1× 106 𝑚4/𝑠, respectively in162

all simulations. Subgridscale vertical mixing is represented with the K-Profile Parameterization163

(Large et al. 1994). Outside the KPP boundary layer, the vertical eddy viscosity is set to 1×10−4
164

𝑚2/𝑠 and the vertical eddy diffusivity is set to 1×10−5 𝑚2/𝑠.165

The model is initialized with a horizontally uniform and vertically stratified temperature profile166

and started from a state of rest. The model is forced with temporally and spatially uniform wind167
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stress over the meridional middle third of the domain. The wind stress decays meridionally to zero168

away from the center third, following a hyperbolic tangent over the northern and southern thirds of169

the domain. This allows the upwelling dynamics to develop in the middle third of the domain with170

ample buffer to the northern and southern boundaries.171

At the surface, a prescribed heat flux and weak SST restoring are applied such that the clima-172

tological model mean SST remains relatively constant while also being allowed to develop zonal173

temperature gradients. The surface heat flux takes the following form:174

𝐻𝑠𝑢𝑟 𝑓 𝑎𝑐𝑒 (𝑥, 𝑦, 𝑡) = 𝛾(𝑇∗(𝑦) −𝑇 (𝑥, 𝑦, 𝑡)) +𝐻0(𝑦), (2)

where 𝛾= 1/7.5 days,𝑇∗(𝑦) is a restoring SST profile,𝑇 is the model SST, and𝐻0(𝑦) is the prescribed175

heat flux. The restoring climatological SST, 𝑇∗(𝑦), has a constant meridional temperature gradient176

equal to that of the average SST gradient of the California State Estimate Short-term State Estimation177

(CASE-STSE) reanalysis product temperature over the domain spanned diagonally from 235°E,178

34.5°N to 232°E, 39°N. The time-independent part of the heat flux, 𝐻0(𝑦), was computed from179

a simulation forced with strong SST restoring (𝛾𝑠𝑡𝑟𝑜𝑛𝑔 = 1/2.5 days). The model restoring term,180

𝛾𝑠𝑡𝑟𝑜𝑛𝑔 (𝑇∗(𝑦) −𝑇), was then temporally and zonally averaged over the western third of the domain181

and converted to the zonally constant heat flux, 𝐻0(𝑦).182

The computational domain is closed to the north, south, and west; at the western boundary, there183

is a 50 km wide sponge layer (25 grid points). We define the physical domain as everything east184

of the western boundary sponge layer. In this way, our boundary conditions allow flow into/out of185

the physical domain via vertical and horizontal flows within the sponge layer. We perform most186

of the analysis in the meridional middle third of the physical domain, where inflow and outflow187

from the north and south may occur freely as required by the dynamics. This allows us to analyze188

the upwelling dynamics in a region where they are able to develop without being influenced by the189

closed boundaries of the computational domain. The meridional average value of the temperature190

in the sponge layer along the boundary at a given depth, 𝑧, is restored to 𝑇0(𝑧). This restoring191

replaces the more common point-wise restoring used in previous studies and allows meridional192
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temperature gradients to freely develop. This restoring term takes the following form:193

𝐻𝑤𝑏 (𝑥𝑠𝑝𝑜𝑛𝑔𝑒, 𝑧, 𝑡) = 𝛾𝑠𝑝𝑜𝑛𝑔𝑒

(
𝑇0(𝑧) −

1
𝐿𝑦

∫ 𝐿𝑦

0
𝑇 (𝑥𝑠𝑝𝑜𝑛𝑔𝑒, 𝑦, 𝑡)𝑑𝑦

)
, (3)

where, 𝐿𝑦 is the alongshore length of the domain, 𝑥𝑠𝑝𝑜𝑛𝑔𝑒 is the longitudinal location within the194

sponge layer, and 𝛾𝑠𝑝𝑜𝑛𝑔𝑒 ranges from 1/2.5 days along the boundary to 1/125 days at the inner195

edge of the sponge layer bordering with the physical domain.196

We run nine primary experiments varying the strength of the constant linear stratification and197

uniform wind stress. We test the same parameter values for stratification (𝑁) and alongshore wind198

stress (𝜏𝑦) used by HM: 𝑁2 = 1× 10−5, 5.5× 10−5, 1× 10−4 1/s2 and 𝜏𝑦 = 1× 10−2, 5.5× 10−2,199

1× 10−1 N/m2. We run six additional experiments with constant wind stress and stratification200

to obtain better coverage of the parameter space over a range of source depths. (See Table 1201

for a description of all simulations.) The model is run for nine years, and temporal averages202

of temperatures and velocities are taken over the final five years after the model has reached a203

statistical steady state. Passive tracers (described below) are introduced after nine years, allowed204

to spin up for one year, and temporal averages of tracers are taken over two years after spin up.205

Our idealized simulations recreate the mean state and circulation patterns of the known upwelling206

dynamics. The climatological mean circulation and SST patterns for one experiment with medium207

wind stress and stratification are shown in Figs. 1 and 2. A strong offshore transport near the208

surface in the Ekman layer is seen in Fig. 1a as a negative cross-shore velocity in the upper 25 m of209

the ocean. The magnitude of the offshore transport is consistent with the expected 𝜏/𝜌 𝑓 . There is210

a weaker-velocity onshore return flow in the interior that compensates for the offshore surface flow211

(Fig. 1a). In the alongshore direction, there is the expected equatorward surface jet near the coast212

that weakens offshore and a weak poleward undercurrent confined close to the coastline (Fig. 1b).213

Strong upward vertical velocities are generated in the upwelling zone close to the coast, reaching214

amplitudes of up to 2×10−2 cm/s or 25 m/day (Fig. 1c). These circulation features are consistent215

with observations and previous realistic modeling studies (Capet et al. 2004, 2008; Davis 2010;216

Zaba et al. 2018, 2020).217

The sea surface temperature exhibits a characteristic cooling along the eastern coastal boundary218

in the meridional middle third of the domain where the upwelling-favorable wind forcing is applied219

(Fig. 2a). The strongest cooling signal can be seen in a narrow band close to the coast where coastal220
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Experiment Wind stress Stratification

𝜏 (N/m2) N2 (s−2)

low wind, low strat 1× 10−2 1× 10−5

low wind, med strat 1× 10−2 5.5× 10−5

low wind, high strat 1× 10−2 1× 10−4

med wind, low strat 5.5× 10−2 1× 10−5

med wind, medium strat 5.5× 10−2 5.5× 10−5

med wind, high strat 5.5× 10−2 1× 10−4

high wind, low strat 1× 10−1 1× 10−5

high wind, med strat 1× 10−1 5.5× 10−5

high wind, high strat 1× 10−1 1× 10−4

med-low wind, med strat 2.5× 10−2 5.5× 10−5

med-high wind, med strat 7.5× 10−2 5.5× 10−5

med wind, med-low strat 5.5× 10−2 2.5× 10−5

med wind, med-high strat 5.5× 10−2 7.5× 10−5

med-high wind, med-low strat 7.5× 10−2 2.5× 10−5

med-low wind, med-high strat 2.5× 10−2 7.5× 10−5

Table 1: Summary of the values used for the alongshore wind stress and linear stratification in the
numerical simulations. Nine primary experiments listed first with the six additional experiments
below.
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Fig. 1: Temporal-mean, alongshore-averaged (a) cross-shore velocity showing strong offshore
Ekman transport near the surface and a weaker onshore return flow in the interior, (b) alongshore
velocity showing a strong equatorward surface jet and poleward undercurrent, and (c) vertical
velocity showing strong upward transport in the upwelling zone for experiment with 𝑁2 = 5.5×10−5

and 𝜏 = 5.5 × 10−2. The Eulerian mean stream function, defined for the alongshore average
circulation over the full domain as 𝜓 =

∫ 0
−1000 𝑢̄

𝑦𝑑𝑧, is shown in grey contours in (a), (b), and (c).

upwelling is active; the cooling signal also propagates westward and can be seen up to hundreds of221

kilometers offshore (Spall and Schneider 2016). The cold anomaly observed in the upwelling zone222

relative to the western boundary of the domain ranges from 0.5°C to 3°C depending on the strength223

of the wind stress and the stratification in the simulation. Fig. 2a shows the SST pattern for one224

10



200 400
Cross-shore (km)

200

400

600

800

1000
Al

on
gs

ho
re

 (k
m

)

0.0

0.2

0.4

0.6

0.8

1.0

Te
m

pe
ra

tu
re

 (
C)

(a)

200 400
Cross-shore (km)

200

400

600

800

1000

Al
on

gs
ho

re
 (k

m
)

0.9

0.6

0.3

0.0

0.3

0.6

0.9

Re
la

tiv
e 

vo
rti

vi
ty

, 
/f

(b)

Fig. 2: Surface fields for experiment with 𝑁2 = 5.5×10−5 and 𝜏 = 5.5×10−2. (a) Temporal-mean
sea surface temperature showing a strong cooling the upwelling zone. Overlain arrows indicate
direction and strength of the applied wind stress. (b) Instantaneous relative vorticity scaled by the
Coriolis frequency (𝜁/ 𝑓 ). Maximum values of (𝜁/ 𝑓 ) close to one indicate a strong submesoscale
eddy field.

experiment with medium wind stress and stratification where the temperature across the domain225

cools by 1.5°C on average from west to east. The model also develops a strong submesoscale eddy226

field with a Rossby number (𝜁/ 𝑓 ) of up to and even slightly larger than one (Fig. 2b). The relative227

vorticity is strongest in the upwelling zone along the eastern coastal boundary where the vertical228

outcropping of isopycnals occurs and where we expect submesoscale eddies to be most active.229

b. The mean source depth tracer230

We review previously used methods for estimating the mean source depth in the introduction231

(Section 1). Here, we introduce a novel way of estimating the mean source depth in a way that232

accounts for both mixing and advection that is also computationally efficient. We estimate the233

mean source depth using a single passive tracer defined as follows. After the model is run to steady234

state, the value of the mean-depth tracer is initialized in each model depth level to be the mean235

depth of that level. Explicitly, for each of 50 vertical levels in the model 𝑘 = 1, ...,50, the mean236
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depth tracer 𝐶𝑑 is initialized as follows:237

𝐶𝑑 (𝑥, 𝑦, 𝑘) = 𝑑 (𝑘), (4)

where 𝑑 (𝑘) is the depth of the center of vertical level 𝑘 . The mean-depth tracer is then forced at238

the western boundary during the model run with a restoring term that takes the following form for239

𝑥 < 50 m (grid cells in the western boundary sponge layer):240

𝜕𝐶𝑑 (𝑥, 𝑦, 𝑘)
𝜕𝑡

=
1
𝛿𝑡

(𝑑 (𝑘) −𝐶𝑑 (𝑥, 𝑦, 𝑘)) , (5)

where 𝛿𝑡 is the model timestep. After spin-up, the value of this depth tracer in the upwelling zone241

represents the mean upwelling source depth accounting for both advection and mixing. We choose242

to characterize the source depth in the upwelling zone by analyzing the set of grid cells that are in243

the uppermost vertical level (2.5 m) and are most proximal to the coast (within 2 km). We compute244

the mean upwelling source depth as the average value of the mean-depth tracer in this set of grid245

cells. Computing averaged quantities over grid cells in a wider or deeper upwelling zone was also246

tested but did not significantly alter the results. More generally, the value of the mean-depth tracer247

provides an estimate of the depth in the source region (the western boundary sponge layer in this248

case) from which water parcels originate. This means that the mean-depth tracer can similarly be249

used to define the mean source depth for any given fluid parcel, not just those within the upwelling250

zone.251

c. Estimating the source depth distribution252

We investigate the full source depth distribution using a unique passive tracer for each model253

depth level to track their contribution to the make-up of fluid parcels. Similarly to HM, we introduce254

50 passive tracers, one for each vertical level in the model. However, where HM only initialized255

these tracers and computed the mean upwelling source depth, we force these tracers at the boundary256

(the source region) and construct a full source depth distribution. After the model is run to a steady257

state, the tracer concentrations in each grid cell are initialized to have a concentration of 1 for the258

tracer corresponding to its initial depth and 0 otherwise. Explicitly, for each of 50 vertical levels259
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in the model 𝑘 = 1, ...,50, a unique depth tracer, 𝐶𝑘 , is initialized as follows:260

𝐶𝑘 (𝑥, 𝑦, 𝑘′, 𝑡0) =


1 if 𝑘′ = 𝑘,

0 if 𝑘′ ≠ 𝑘.

(6)

The tracer restoring during the model run takes the following form for 𝑥 < 50m (grid cells within261

the western boundary sponge layer):262

𝜕𝐶𝑘 (𝑥, 𝑦, 𝑘)
𝜕𝑡

=


1
𝛿𝑡
(1−𝐶𝑘 (𝑥, 𝑦, 𝑘)) if 𝑘′ = 𝑘,

1
𝛿𝑡
(0−𝐶𝑘 (𝑥, 𝑦, 𝑘)) if 𝑘′ ≠ 𝑘.

(7)

The resulting concentration of each tracer in the upwelling zone provides a distribution of the263

source depths from which the upwelled water originates. Any upwelling zone grid box contains264

different concentrations of the tracers that originate at different depths in the source region within265

the sponge layer. From this distribution of tracers, we can compute both the mean and the266

distribution, including the standard deviation, of the upwelling source depth. The distribution of267

source depths is simply given by the concentrations: if the concentration of a tracer initialized at a268

level 𝑘 is 𝐶𝑘 , then the fraction, 𝐶𝑘 , of the water in this grid box comes from that level.269

The mean source depth for a given fluid parcel, which was calculated above using the mean-depth270

tracer can equivalently be calculated using the 50 passive tracers as follows:271

𝐷𝑠 =

∑𝑀
𝑘=1𝐶𝑘𝑑 (𝑘)∑𝑀

𝑘=1𝐶𝑘

, (8)

where 𝑀 = 50 is the number of tracers/vertical levels in the model, 𝑑 (𝑘) is the depth of the center272

of vertical level 𝑘 , and 𝐶𝑘 is the concentration of tracer 𝑘 in the water parcel (He and Mahadevan273

2021). The standard deviation of the source depth distribution, which we use to quantify the width274

of the distribution, is calculated as follows:275

𝜎(𝐷𝑠) =

√√∑𝑀
𝑘=1𝐶𝑘𝑑 (𝑘)2∑𝑀

𝑘=1𝐶𝑘

−𝐷2
𝑠 . (9)
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Similarly to the use of the mean-depth tracer to compute the source depth for any water parcel276

in the model domain, we may also use the set of 50 passive tracers to construct a source depth277

distribution and estimate its mean and standard deviation for any water parcel. This distribution278

represents the different depths within the source region from which that fluid parcel originated279

from.280

3. Results281

First, having validated our idealized numerical model by demonstrating that it recreates the282

known characteristics and circulation patterns of a coastal upwelling site, we illustrate how our283

novel boundary condition formulation allows the source depth to evolve freely while in a statistical284

steady state (Section 3a). We then present results for the mean upwelling source depth using the285

mean-depth tracer in Section 3b. We consider the western boundary of our regional model to be286

the source of the upwelled water and are interested in quantifying the source depth of the water287

that eventually upwells to the surface at the eastern coastal boundary. We show that results from288

our modeling approach add validation to previous results and agree with the scaling relationship289

first introduced by Pollard et al. (1973) and re-derived specifically for the upwelling context by290

HM. Finally, we present a discussion of our full upwelling source depth distribution using the291

results from model simulations with a set of passive tracers forced at the boundary for every model292

depth level; we then examine how this distribution depends on the strength of the wind stress and293

stratification (Section 3c).294

a. Simulating an upwelling zone with a freely-evolving source depth295

Unlike many previous studies with periodic boundary conditions in the alongshore direction,296

which require prescribing a body force to generate a balanced return flow, our results show that the297

modeling approach introduced here allows this return flow to develop organically. By using a model298

configuration with a sponge layer along the western boundary and restoring of the mean alongshore299

temperature in each model depth level, instead of using periodic boundary conditions and the300

commonly used point-by-point temperature restoring, the model is able to develop alongshore301

temperature and pressure gradients. Fig. 3a shows the time-averaged temperature anomaly from302

the prescribed vertical profile along the western boundary of the physical domain, at the inner303
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edge of the sponge layer, for a simulation with medium wind stress and stratification. The model304

domain develops a clear meridional temperature gradient with warmer temperatures to the south305

and cooler temperatures to the north across a range of depths. These meridional gradients support306

the alongshore pressure gradient that geostrophically balances the sustained onshore return flow307

in the interior. The along-boundary average of the inflow velocity in Fig. 3b shows that, for a308

simulation with medium wind stress and stratification, the return flow primarily occurs just below309

the Ekman layer and extends to a depth of about 300 m. Critically, for the purpose of this work,310

the model determines the depth, magnitude, and time variability of the return flow on its own.311
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Fig. 3: (a) Temporal-mean temperature anomaly from the prescribed vertical profile along the
western boundary of the physical domain just outside of the sponge layer. Temperature gradient
with warmer temperatures to the south and cooler temperatures to the north is allowed to develop
in this model configuration. (b) Vertical profile of the along-boundary averaged inflow. Vertical
dashed line plotted at the zero velocity level. Strong offshore flow occurs at the surface and an
onshore return flow is able to develop organically in the interior between 100 and 300 m depth.

The depth of the return flow should ultimately play a role in determining both the upwelling312

source depth and, correspondingly, the depth from which isopycnals outcrop. Cross-sections of313

temperature for three wind and stratification cases are shown in Fig. 4 and illustrate that isopycnals314

outcrop from different depths depending on the strength of the wind stress and stratification (as315

discussed by Jacox and Edwards 2011; He and Mahadevan 2021). Stronger winds cause greater316

isopycnal outcropping for the same stratification. In all cases, far offshore, isopycnals flatten,317

and the alongshore mean temperature remains close to the prescribed vertical temperature profile.318

These results indicate that the model successfully allows the upwelling source depth, illustrated here319

by outcropping isopycnals, to vary freely while still maintaining the mean prescribed stratification.320
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Fig. 4: Cross-sections of the temporal-mean, alongshore-averaged temperature in three simulations.
The contour interval and temperature range displayed depend on the stratification. A single orange
contour highlights the isopycnal outcropping in the defined upwelling zone. Isopycnal outcropping
occurs from greater depth for higher wind stress and lower stratification.

b. The mean source depth321

The time-averaged results of our mean source depth tracer are shown by the vertical sections in322

Fig. 5, and snapshots at the surface are shown in Fig. 6. This tracer (see methods, Section 2b) is323

restored along the boundary to the mean depth in each vertical level. The value of this tracer in324

the upwelling zone, therefore, describes the mean depth from which the upwelling fluid originates325

and captures the mean contributions from different source depths along the domain boundary due326

to both advection and mixing. A given value of this tracer at the surface within the upwelling zone327

could mean, for example, that the water came from that depth exclusively, or that it is the result328

of waters from shallower and deeper depths mixing along the way to the surface. The upwelling329

source depth quantified by the value of the mean-depth tracer observed in the surface upwelling330

zone in Figs. 5 and 6 ranges from 41 m to 182 m in the different experiments. The deep ocean331

water is then transported offshore by the surface Ekman transport, resulting in deep source waters332

distributed across large portions of the domain at the surface. Far offshore, near the surface as333

well as below the source depth, the mean source depth of fluid parcels in every depth level is334

nearly equal to their current depth, showing that, as expected, the flow outside of the upwelling335

zone is largely horizontal. We reiterate that, throughout the domain, the mean source depth of any336

given fluid parcel is affected by both advection and mixing, the separate effects of which are not337

apparent by studying the mean source depth tracer alone. In the next section (3c), we will address338

the contributions due to mixing by investigating the full source depth distribution.339
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Fig. 5: Cross-sections of the temporal-mean, alongshore-averaged mean-depth tracer in three
simulations. The contour interval is 10 m. The solid orange line is drawn at the mean upwelling
source depth given by the mean-depth tracer in the upwelling zone for each experiment. The mean
upwelling source depth is greater (deeper) for higher wind stress and lower stratification. The
dashed orange line highlights the contour of the mean-depth tracer that outcrops in the defined
upwelling zone.
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Fig. 6: Snapshots of the mean-depth tracer at the surface in three simulations. The contour interval
is 10 m. The surface waters with the deepest source depth occur in the upwelling zone.

We estimate the mean upwelling source depth as the time-mean value of the mean-depth tracer340

in the upwelling zone (defined in the methods, Section 2b). It is also possible to estimate the mean341

upwelling source depth using the concentration of each of the 50 depth level tracers in the upwelling342

zone according to Equation (8). This calculation is similar to HM, except that their tracers were343
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initialized at each level rather than forced at the boundary and therefore could not be used to344

examine the statistical steady state of the mean source depth. We find these two methods yield345

identical results with the obvious computational efficiency advantage of the single mean-depth346

tracer introduced here (Supplemental Fig. 1).347

The upwelling source depth in our experiments ranges from 41 m in the low wind, high stratifica-348

tion case to 182 m in the high wind, low stratification case. Consistent with prior work (Jacox and349

Edwards 2011; He and Mahadevan 2021), we find that, for a given stratification, the source depth350

increases (deepens) with increasing strength of the wind stress and, for a given wind stress, the351

source depth decreases (shallows) with increasing strength of the stratification (Fig. 5). We note352

that a greater upwelling source depth does not necessarily correspond to denser (colder) upwelled353

waters; while the initial and boundary-restored surface temperature and density are the same in all354

simulations by construction, the prescribed stratification varies, and two experiments with the same355

mean source depth but different stratification strengths would result in surface waters of different356

densities in the upwelling zone. The density of the upwelled water increases with both increasing357

wind stress and stratification. We find that the greatest upwelling source depth occurs for high358

wind and low stratification (Fig. 5) while the greatest density of upwelled waters occurs for high359

wind and high stratification (Fig. 4; Jacox and Edwards 2011; He and Mahadevan 2021).360

Previous work suggests that the mean upwelling source depth, 𝐷𝑠, depends on the wind stress,361

stratification, density, and Coriolis frequency as described by the scaling relation,362

𝐷𝑠 = 𝐶𝑠

√︂
𝜏

𝜌0𝑁 𝑓
. (10)

HM derived this scaling relationship for the coastal upwelling source depth by assuming that the363

wind-driven circulation is balanced by the eddy-driven restratification in the coastal upwelling364

zone (Marshall and Radko 2003; Thomsen et al. 2021). The scaling in Equation (10) was shown365

to hold in an idealized numerical upwelling model using periodic boundary conditions, flat bottom366

topography, and no surface heat flux (He and Mahadevan 2021). We find that, despite several367

non-trivial differences between modeling configurations, the results from our numerical model368

experiments are consistent with the scaling given by Equation (10) (Fig. 7). HM further theorized369

that 𝐶𝑠 = 8.16 by utilizing a previously estimated coefficient describing the strength of the eddy-370

driven streamfunction. While Pollard et al. (1973) derived the same scaling for the depth of the371
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wind-driven mixed layer independently, they found the proportionality constant to be much smaller372

in this context (𝐶𝑠 = 1.7).373
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Fig. 7: Mean-depth tracer estimate compared to Equation 10 scaling for mean upwelling source
depth. Blue line shows the theoretical estimate with intercept 0, 𝐶𝑠=8.16 in Equation 10. Orange
line shows the line of best fit with intercept=4.83, slope=9.13 (𝑟2 = 0.99).

Fitting a line to this scaling with our model results for the mean upwelling source depth where374

both the slope and intercept are allowed to vary, yields a similar value of 9.13 for the slope (𝐶𝑠)375

and an intercept of 4.83 with 𝑟2 = 0.99 indicating a very strong fit. We suggest that there may not376

be justification for requiring the intercept of the relationship described by Equation (10) to be zero377

such that the relation is best written as 𝐷𝑠 = 𝐴 +𝐶
√︁
𝜏/𝜌0𝑁 𝑓 . In the case where the right-hand378

side of Equation (10) is zero (i.e., 𝜏 = 0), wind-driven upwelling is not expected to occur and,379

thus, the upwelling source depth is ill-defined. Additionally, the small difference in the slope of380

the relationship from HM may be affected by different modeling choices made in this study as381

compared to their work. In particular, the neglect of a surface heat flux in the numerical model used382

by HM may result in a smaller scaling slope for this relationship due to the following considerations.383

The assumption that the eddy-driven restratification compensates for the wind-driven circulation384

was shown to be valid only when there is no surface heat flux (Marshall and Radko 2003; Thomsen385

et al. 2021). In a study of the competition between baroclinic instability and Ekman transport in386

the Southern Ocean, the presence of a surface heat flux was shown to decrease the strength of the387

eddy driven streamfunction (Thomsen et al. 2021). A weaker eddy-driven streamfunction, and thus388

restratification, in the coastal upwelling context would imply a steeper slope for the relationship389
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described by Equation (10). In addition, bottom topography and shelf slope have previously been390

shown to affect the mean source depth (Jacox and Edwards 2011) and may also contribute to the391

relatively small differences in scaling slope observed here.392

c. The source depth distribution393

The mean upwelling source depth discussed above and in previous work only captures a single394

average source, while we actually expect the upwelled waters to originate from a range of depths395

due to various cross-isopycnal mixing processes. We therefore further advance the discussion of396

the source of upwelling by considering the full distribution of depths from which the water in the397

upwelling zone originates. We construct a full source depth distribution and quantify the center398

and spread of the distribution with the mean and standard deviation, respectively using our set of 50399

passive depth tracers (Methods Section 2c). We compute the temporal-mean, alongshore-average400

concentration of each depth level tracer in the previously defined upwelling zone, quantifying the401

contribution of multiple source depths to the upwelled waters at the surface and constructing the402

upwelling source depth distribution. This distribution, shown in Fig. 8, characterizes the extent to403

which the upwelled waters originate from a range of source depths.404

Notably, there is substantial spread in the upwelling source depth distribution as shown by the405

widths of the distributions in the panels of Fig. 8. In particular, we find that, similar to the trends in406

the mean upwelling source depth, the width of the source depth distribution increases with increas-407

ing wind stress for a given stratification, and the width of the source depth distribution decreases408

with increasing stratification for a given wind stress. We propose the following explanations for409

these trends. Greater wind stress increases the strength of the upwelling and leads to steeper410

isopycnals and, therefore, to stronger eddy motions, which, in turn, lead to cross-isopycnal mixing411

that enhances the width of the depth distribution. Higher stratification leads to a narrow range of412

source depths since the increased stratification tends to suppress vertical motion and mixing.413

To quantify the width of the source depth distribution, which represents the range of depths414

that the upwelled waters originate from, we compute the standard deviation of the distribution415

using Equation (9). Our modeling approach also allows us to calculate the time variability and416

the temporal standard deviation of the mean source depth (Fig. 8). We compare the source depth417

distribution informed by the 50 passive tracers to the distribution of the mean source depth over418
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Fig. 8: Comparison of the full upwelling source depth distribution informed by the 50 passive
tracers to the distribution of the mean source depth over time in each of the nine main simulations.
Temporal-mean, alongshore-averaged tracer concentration (density) plotted for each of the 50
model depth level tracers; blue points indicate the concentration of each corresponding depth tracer
occurring in the surface upwelling zone. Transparent orange bars represent the the time-varying
distribution of the alongshore-average of mean source depth. Solid vertical red line indicates the
temporal mean, alongshore-averaged upwelling source depth.

time and find that the time variance of the mean source depth is much smaller than the variance of419

the source depth distribution (Fig. 8). This suggests that the variance in the upwelling source depth420

distribution must be created through cross-isopycnal mixing. This can be seen by considering the421

case of time variability in the upwelling source depth due to internal variability in the upwelling422

zone, but without any cross-isopycnal mixing. Because there is no mixing in this scenario, each423

isopycnal level would correspond to exactly one initial source depth, and all of the variability in424

the depth tracers in the upwelling zone would be due to the time variability of the outcropping425

isopycnals. Thus, with no diapycnal mixing, the source depth distribution given by the time426

variability of the upwelling source depth would match that given by the depth tracers. The gap427

between the time variance of the mean source depth and the variance of the source depth distribution428
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observed in all experiments as shown by Fig. 8 must, therefore, be generated by cross-isopycnal429

mixing.430

Cross-isopycnal mixing may occur due to several different physical processes: vertical diffusion431

in the interior, submesoscale mixing across near-vertical isopycnals in the upwelling region (Capet432

et al. 2004), the breakup of filaments created by eddies and the 3-D mixing effects due to subme-433

soscale subduction processes (Gula et al. 2022), or air-sea fluxes at the surface. Additional variance434

in the source depth distribution may also be created at the western boundary by injecting the passive435

depth tracers into multiple isopycnal levels. We further discuss the individual contributions to the436

spread of the source depth distribution of each of these mechanisms below.437

To better understand the physical mechanisms responsible for the generation of the variance in438

the source depth distribution, we aim to quantify how the variance in the source depth distribution439

grows as a water parcel moves from the source region toward the upwelling zone. To do so, we440

construct an idealized path in the 𝑥 − 𝑧 plain, representing the path that a water parcel would take441

if it followed a contour of the 𝑦-averaged mean-depth tracer all the way from the source region in442

the western boundary sponge layer to the upwelling zone. Specifically, to construct this path, we443

find the model depth level corresponding to the grid cell in which the mean-depth tracer is closest444

to the mean upwelling source depth at each cross-shore position, yielding a single depth at which445

the idealized water parcel travels for each cross-shore position. The idealized path can be seen in446

Fig. 5 where it is represented by the orange dashed line. We then compute the standard deviation447

of the source depth distribution at all grid points along this idealized path in each experiment (solid448

blue lines in Fig. 9). We find that the standard deviation of the source depth distribution along449

this path is typically the largest in the upwelling zone at the surface (at the end of the idealized450

path). This large variance is consistent with the expectation that the submesoscale eddies driving451

cross-isopycnal mixing in the outcropping zone mix water from different source depths that were452

carried along isopycnal surfaces toward the surface, ultimately leading to a larger variance there.453

But surprisingly, the standard deviation of the source depth is high and generally close in magnitude454

to that in the upwelling zone along most of the defined path, all the way to the western boundary455

(Fig. 9). The variance throughout the domain, away from the outcropping zone, may be generated456

away from the upwelling zone due to contributions from injecting the passive tracers into multiple457

isopycnal levels in the western boundary and by vertical diffusion in the interior. Alternatively458
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Fig. 9: Standard deviation of the upwelling source depth distribution plotted along an idealized
path of an upwelled parcel. (Path follows the mean upwelling source depth contour from the
western boundary toward the coast and then up the continental slope at the eastern boundary into
the upwelling zone. See dashed orange lines in Fig. 5.) The solid blue line shows results from the
control model run with the source region defined as the western boundary sponge layer. The solid
orange line shows results from a model run with an added restoring region 100 km offshore where
the depth and age tracers are strongly restored to their initial value. The horizontal dashed grey
line represents the standard deviation in the distribution created by injecting tracers into multiple
isopycnal levels in the western boundary sponge layer. The dashed lines represent the contribution
to the standard deviation due to vertical mixing by diffusion alone matched on age and depth for
experiments with the source region at the western boundary in blue and experiments with the
source region 100 km offshore in orange. The contribution due to diffusion was estimated using
1-D simulations of diffusion according to Equation (12) and matched based on depth and age of
the water parcel along the idealized path.

the variance may be generated in the upwelling zone by submesoscale mixing across near-vertical459

isopycnals in the upwelling region and then transported horizontally along isopycnals across the460

domain by mesoscale mixing leading to the high variance observed throughout the domain. We461

investigate the magnitude of each of these contributions to the width of the source depth distribution462

below.463
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Due to the way the tracers are injected in the source region, some of the variance observed464

in the source depth distribution throughout the domain is generated at the western boundary.465

While each tracer is injected into a single model depth level, the depth of a given isopycnal may466

experience small magnitude variations due to the eddy variability in the isopycnal depth along the467

inflow boundary. This variability results in each isopycnal being injected with multiple different468

depth tracers over time, which will create variance in the source depth distribution at the western469

boundary. We note that while this may seem like an effect of the fixed western boundary source470

region in this model, the same effect would occur anytime a source region is explicitly defined, and471

a source region must be defined for the source depth to be calculated. We can estimate the variance472

contribution from injecting tracers at the western boundary to the source depth distribution by473

calculating the variance of the temperature in a given model depth level at the western boundary.474

The standard deviation of the source depth distribution is related to the temporal standard deviation475

of the western boundary temperature at the source depth as follows:476

𝜎𝐷𝑠
(𝑤𝑏) = 𝑑𝑇

𝑑𝑧
𝜎𝑇 (𝑤𝑏) =

𝑁2

𝑔𝛼
𝜎𝑇 (𝑤𝑏), (11)

where 𝜎𝐷𝑠
(𝑤𝑏) is the standard deviation of the source depth distribution at the western boundary,477

𝜎𝑇 (𝑤𝑏) the temporal standard deviation of the temperature on the western boundary, and 𝛼 =478

2× 10−4 K−1 is the thermal expansion coefficient. The magnitude of the contribution to the479

variance of the source depth distribution due to injecting tracers at multiple isopycnal levels is480

represented by the dashed grey line in Fig. 9. We directly compare the standard deviation of the481

source depth distribution at the mean upwelling source depth just outside the sponge layer near the482

western boundary to that generated by injecting the tracers at the boundary in Fig. 10. The variance483

generated by injecting tracers along the western boundary at the source depth is consistently less484

than the total variance there, showing that this mechanism alone does not explain the large variance485

in the source depth distribution in the upwelling zone and throughout the domain.486

Next, we estimate the contribution of vertical mixing to the variance of the source depth dis-487

tribution by performing 1-D simulations of a diffusion equation applied to each of the 50 passive488

depth tracers separately. For each tracer, we initialize the concentration of the tracer to 1 in its489

corresponding depth level and 0 elsewhere (identically to how it is initialized and forced within490

the western boundary in the full model, see Methods Section 2c). Then we simulate the vertical491
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Fig. 10: Comparison of the standard deviation of the source depth distribution along the west-
ern boundary estimated using passive tracers against the standard deviation of the source depth
distribution due to injecting tracers at multiple isopycnal levels along the western boundary. The
standard deviation from injecting tracers in the western boundary sponge layer was estimated
from the variance of the temperature along the edge of the western boundary sponge layer using
Equation (11). Blue line is the one-to-one line. All data points fall below the one-to-one line;
the standard deviation due to injecting tracers into multiple isopycnal levels is always less than the
observed standard deviation of the source depth distribution at the western boundary.

profile of each passive depth tracer due to one-dimensional vertical diffusion according to492

𝜕𝐶𝑘

𝜕𝑡
= 𝜅

𝜕2𝐶𝑘

𝜕𝑧2 . (12)

Here, 𝐶𝑘 is the concentration of the passive tracer for depth level 𝑘 and 𝜅 = 10−5 m2/s is the493

same value for the eddy diffusion coefficient used in the full numerical model. We use the same494

discretization of the vertical levels in this 1-D simulation as in the full numerical model and495

impose no flux boundary conditions at the surface and bottom of the domain. The results of these496

simulations emulate the evolution of the expected concentration of each of the 50 passive tracers in497

each vertical level over time due to diffusion. Using these results, we can thus estimate the standard498

deviation in the source depth distribution (Equation 9) due to diffusion at any depth level as a499

function of travel time from the source region. We estimate the travel time of each water parcel in500

the nine main simulations using a passive age tracer that is restored to zero in the source region in501

the western boundary sponge layer (Fig. 11) and thus measures the travel time of fluid parcels from502

this western boundary source region. The travel time from the source region tells us the total time a503

given parcel was affected by diffusion and, therefore, we can evaluate the standard deviation of the504
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source depth distribution due to diffusion alone from the results of the 1-D diffusion simulations.505

Overall, we find that diffusion explains a non-negligible fraction of the variance in the source506

depth distribution and, in fact, is responsible for almost all of the variance generated in the low507

wind simulations (dashed lines in Fig. 9). However, in cases where the upwelled water is drawn508

from greater depths (stronger winds and weaker stratification), diffusion explains less than half of509

the total variance. These results suggest that there must be another source of variance generation510

in the source depth distribution and, in particular, more variance is created in the source depth511

distribution when the upwelling source depth is greater.512
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Fig. 11: Cross-sections of the temporal-mean, alongshore-averaged age tracer in three simulations.
The source region (where the age is 0) is defined to be the western boudnary sponge layer. The
contour interval and age range displayed depend on the experiment.

To further resolve where the variance in the source depth is generated, we perform the following513

mechanism denial experiment. We add an additional alongshore restoring layer beginning 100 km514

offshore and extending to the western boundary where, in each model depth level, the concentration515

of the corresponding depth-level tracer is restored to one, and all other tracer concentrations516

including the age tracer are restored to zero, akin to the restoring in the western boundary sponge517

layer. The values of the depth and age tracers therefore are now related to a source region located in518

this sponge layer 100 km offshore rather than at the western boundary. In these simulations (orange519

lines in Fig. 9), we find that the standard deviation of the source depth distribution is substantially520

higher near the upwelling zone compared to at the edge of the source region 100 km offshore. This521

shows that there is consistently a substantial contribution to the standard deviation of the source522

depth distribution from the mixing processes occurring in the upwelling zone. Specifically, strong523

submesoscale mixing across outcropping isopycnals in the upwelling zone explains the variance in524

the upwelling source depth distribution generated near the coast. Together with the results of the525
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1-D vertical diffusion simulations, these results suggest that while the most substantial contribution526

to variance in the source depth distribution is generated in the upwelling zone, other mechanisms527

for generating variance, such as vertical diffusion, cannot be ignored.528

The importance of vertical mixing due to diffusion in the above results also suggests that,529

ultimately, the variance of the source depth distribution in the upwelling zone depends on where530

the source waters are defined. For example, we note the larger standard deviation of the source531

depth distribution for the simulations run with a single restoring layer at the western boundary532

compared to those run with an additional restoring layer 100 km offshore from the coast. This533

gap can be explained by differences in the time available for vertical mixing to occur due to the534

water parcels taking a longer time to arrive in the upwelling zone from the source region when535

the restoring layer is farther from the coast. The farther from the upwelling zone that the source536

region is defined, the longer diffusion has time to act, and the more dominant the contribution of537

vertical mixing by diffusion to the generation of source variance will appear. However, the overall538

patterns in which the standard deviation of the source depth distribution increases with increasing539

wind stress and decreases with increasing stratification remain consistent regardless of where the540

source waters are defined.541

4. Discussion542

We have presented a discussion of the upwelling source depth and, importantly, the full upwelling543

source depth distribution. While previous work (Jacox and Edwards 2011; He and Mahadevan544

2021) has focused primarily on the mean source depth, we expect that the source waters actually545

originate from a range of depths, and the full distribution of sources may have important implica-546

tions for setting the SST and determining the nutrient content of the upwelled water. To flexibly547

model an eastern boundary coastal upwelling system in a statistical steady state, we developed an548

idealized numerical modeling approach that, unlike those used in some previous efforts, does not549

prescribe a body force at a set depth to generate a geostrophycally balanced return flow and allows550

this return flow to evolve organically. This means that the model can determine the depth of the551

return flow and the source depth of the upwelling, which also makes it possible to examine how552

the upwelling source depth distribution evolves. We then computed the mean upwelling source553

depth using a proposed single passive depth tracer and constructed the source depth distribution554
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using a unique passive tracer for every model depth level that tracks the contribution of each model555

depth level to the upwelled waters. These tracers are forced within the source region at the western556

boundary of our regional ocean model.557

We have shown that our numerical modeling approach provides an idealized representation558

of the coastal upwelling dynamics that is consistent with the main observed features of eastern559

boundary upwelling systems. We found that a previously developed scaling relationship for the560

mean upwelling source depth described by Equation (10) (Pollard et al. 1973; He and Mahadevan561

2021) holds despite different assumptions and modeling approaches. Having constructed the full562

upwelling source depth distribution, we quantified the width of the distribution using the standard563

deviation and found similar trends in the width of the source depth distribution as have been564

previously established for the mean source depth–increasing source depth distribution width with565

increasing wind stress and decreasing width with increasing stratification. We discuss how the566

variance in the source depth distribution is created by several processes including by injecting567

tracers into multiple isopycnal levels along the western boundary, by cross-isopycnal mixing forced568

by vertical diffusion throughout the interior, and especially by submesoscale eddies mixing across569

near-vertical isopycnals within the upwelling zone near the surface. We found that, while cross-570

isopycnal mixing by vertical diffusion away from the upwelling zone contributes to the variance571

of the source depth distribution, it cannot explain all of the variance observed and, therefore, we572

concluded that a significant part of the variance in the upwelling source depth distribution must be573

generated due to cross-isopycnal submesoscale mixing in the upwelling zone.574

We note that there are other factors that may play a role in determining the source depth575

distribution that we have not explored in this work. First, we force our model with a temporally576

and spatially uniform wind stress. Curl-driven upwelling may also occur over a broader region577

offshore when spatial gradients are present in the wind stress field (Song et al. 2011). The temporal578

variability of the wind stress and specifically the occurrence of strong wind events driving coastal579

upwelling have been shown to impact the strength of coastal upwelling and may also play a role580

in setting the source depth (Botsford et al. 2006; Garcı́a-Reyes and Largier 2010; Li et al. 2019).581

Additionally, we only test one bottom topography profile, prescribe a single formulation for the582

surface heat flux, and impose a linear stratification via our boundary forcing, all of which are583

idealized and may affect the source of the upwelled waters in the coastal upwelling system. Finally,584
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we defined the source region as the western boundary sponge layer of the model but there could still585

be inflow into the middle third of the domain from the north and south. This approach allows us586

to simply estimate the source depth distribution from an offshore source, but in a realistic system,587

one might be interested in source regions to the north and south of the upwelling region, which we588

cannot examine using our model setup. We leave further study of more realistic choices to future589

work.590

Nonetheless, our investigation of the upwelling source depth distribution contributes to the591

understanding of the source of the upwelled waters in the coastal upwelling system beyond the mean592

source depth. Our results have important implications for the resulting sea surface temperatures593

and the upper ocean nutrient content relating to their dependence on the strength of the wind stress594

and stratification. Using the framework developed here, one can quantify the mean and standard595

deviation of the source depth distribution in realistic simulations of upwelling systems to better596

understand and predict the state of coastal upwelling systems in past and future climates. For597

example, our results suggest that during the Pliocene warm period (approximately 3–5 million598

years ago), when the upwelling favorable wind stress is believed to have been weaker (Wara et al.599

2005; Arnold and Tziperman 2016), we would expect that both the mean upwelling source depth600

would have been shallower and the width of the source depth distribution would have been narrower601

implying warmer sea surface temperatures and a narrower nutrient distribution. This may have602

interesting implications to the proxy record derived from biological proxies that depend on the603

local nutrient content and may therefore depend on the source depth distribution width. Similarly,604

in our currently warming climate, where both the upwelling favorable wind stress (Bakun 1990;605

Snyder et al. 2003) and stratification (McGowan et al. 2003) are expected to increase, the HM606

scaling for the mean source depth described by Equation (10) and trends observed for the spread607

of the upwelling source depth distribution can help us to predict and understand how the upwelling608

source waters will change.609
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